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Preface

The formation of the AIAA/NASA Conference on
Intelligent Robotics in Field, Factory, Service, and
Space (CIRFFSS '94) was originally proposed
because of the strong belief that America's prob-
lems of global economic competitiveness and job
creation and preservation can partly be solved by
the use of intelligent robotics, which are also
required for human space exploration missions. It
was also recognized that in the applications-driven
approach there are a far greater set of common
problems and solution approaches in field, factory,
service, and space applications to be leveraged for
time and cost savings than the obvious differences
in implementation details would lead one to be-
lieve. This insight, coupled with a sense of nation-
al urgency, made a continuing series of conferences
to share the details of the common problems and
solutions across these different fields of application
not only a natural step, but a necessary one. Fur-
ther, it was recognized that a strong focusing effort
is needed to move from recent factory-based robot
technology into robotic systems with sufficient
intelligence, reliability, safety, multi-task flexibil-
ity, and human/machine interoperability to meet the
rigorous demands of each of these fields of appli-
cation. The scope of this effort is beyond the
capability of the private sector alone, government
alone, or academia alone. Cooperation by all
interested parties is essential to achieve the needed
investments and maximize the benefits from
innovation.

The first AIAA/NASA conference on intelligent
robotics is a clear success, judging from the quality
and number of papers for presentation and manu-
scripts collected in these proceedings. Also, having
the proceedings available at the conference is
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important to communication effectiveness and
efficiency; the authors are to be congratulated for
meeting the deadline. Having Dr. Joseph Engel-
berger, Chief Executive Officer of Transitions
Research Corporation, present the keynote address
emphasizing the applications-driven approach to
technology development sets the correct tone and
background for getting on with the job of strategic
investment in and development of intelligent
robotics through cooperative national efforts.

The papers in these proceedings are evidence that
users in each field, manufacturers and integrators,
and technology developers are rapidly increasing
their understanding of the "whats" and "hows" of
integrating robotic systems on Earth and in space to
accomplish economically important tasks requiring
mobility and manipulation. The 21 sessions of
technical papers in seven tracks plus two plenary
sessions cover just the tip of this major progress,
but reveal its presence nonetheless.

The contents pages of these proceedings do not
necessarily reflect the final program nor the ar-
rangement of presentations in sessions. The con-
ference brochure provides the information.

Appreciation goes to the Steering Committee mem-
bers, Program Committee members, Track chairs,
and Session chairs who are all so essential to mak-
ing this a successful conference through the volun-
tary giving of their time and efforts. Special thanks
and personal admiration go to Larry Seidman,
Zafar Taqvi, Hatem Nasr, Mary Stewart, Donna
Maloy, and Dottye Hamblin for their efforts to
make this conference happen.
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Abstract

A case is made for strategic investment in
intelligent robotics as a part of the solution to the
problem of improved global competitiveness for
U.S. manufacturing, a critical industrial sector.
Similar cases are made for strategic investmentsin
intelligent robotics for field applications, construc-
tion, and service industries such as health care. The
scope of the country's problems and needs is
beyond the capability of the private sector alone,
government alone, or academia alone to solve
independently of the others. National cooperative
programs in intelligent robotics are needed with
the private sector supplying leadership direction
and aerospace and nonaerospace industries
conducting the development. Some necessary
elements of such programs are outlined.

The National Aeronautics and Space Administra-
tion (NASA) and the Lyndon B. Johnson Space
Center (JSC) can be key players in such national
cooperative programs in intelligent robotics for
several reasons: (1) human space exploration
missions require supervised intelligent robotics as
enabling tools and, hence, must develop
supervised intelligent robotic systems; (2)
intelligent robotic technology is being developed
for space applications at JSC (but has a strong
crosscutting or generic flavor) that is advancing the
state of the art and is producing both skilled
personnel and adaptable developmental
infrastructure such as integrated testbeds; and (3)
a NASA JSC Technology Investment Program in
Robotics has been proposed based on commercial
partnerships and collaborations for
precompetitive, dual-use developments.
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1. Introduction

Intelligent robotics can boost America's
economic growth by enabling productivity
improvements that raise the standard of living for
everyone and by enabling the U.S. to buiid
products at world cost and quality.? But the boost
can occur only if intelligent robotics technology is
developed as a mature commercial capability and
is used to solve productivity problems in critical
sectors of the economy (e.g., advanced manu-
facturing, construction, field applications, and
service industries such as health care). Both the
development of intelligent robotic systems and
their early application in these strategic sectors
require strategic investment. The government,
and NASA in particular, should contribute to the
strategic investment by buying down the risk for
commercial technology. The government can
accomplish this by developing needed intelligent
robotic systems for government applications and
then sharing the technology with the commercial
sector in ways that allow profitable products.
These precommercial, dual-use investments and
developments are in line with President Clinton’s
technology policy.2

Intelligent robotics is the use of robotic
systems in solving problems in tasks and environ-
ments where the robot’s ability to acquire and
apply knowledge and skills to achieve stated goals
in the face of variations, difficulties, and complex-
ities imposed by a dynamic environment having
significant unpredictability is crucial to success.
This means the robots can recognize and respond
to their environments at the pace of their environ-
ments and to spoken human supervision in order
to perform a variety of mobility and manipulation
tasks. This does not require a broad-based general
intelligence or common sense by the robot.

These robots are capable of significant
autonomous reaction to unpredictable events, yet
they are subject to optional human supervision
during operation in a natural way such as by voice.
We refer to this capability in the supervised robot
as "adjustable autonomy.”

I believe that the most important path to funda-
mental change in the U.S. economy is a long-term
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focus on actions that will provide strategic invest-
mentin our nation's future. | believe that invest-
ments in intelligent robotics-related innovations of
the precommercial, dual-use variety will lead to
products that are ready to be commercialized and
introduced into the marketplace, which, in turn,
can provide a valuable solution to at least a part of
our continuing economic crises.

A lack of foresight in this area could inhibit
American competitivenessin today's and
tomorrow'’s global economy.

Intelligent robotic systems mean that less
structuring of the robot environment is required to
obtain robotic task performance, which, in turn,
means lower costs. For those applications where
structuring the environment is generally not
possible, intelligent robotics offers the flexibility to
enable robotic tasks otherwise not possible.
Packaging mobility with manipulation as
intelligent robotics allows frequently means fewer
manipulators than otherwise, further lowering
costs.

The benefits of innovation transcend the new
technologies themselves. Because new technology
allows more cost-effective investment in infra-
structure and commercial competitiveness, the U.S.
will be more competitive globally. This, in turn,
will produce more jobs, improve the economy, and
reduce the trade and budget deficits.

The scope of the country’s problems and
needs is far beyond the capability of the private
sector alone, government alone, or academia
alone. Cooperation by all interested parties is
essential to maximize the benefits from innova-
tion! National cooperative programs are needed
with leadership direction from the private sector.

To support this approach, an example of a
cooperative program currently ongoing is the
University Space Automation and Robotics
Consortium (USARC) consisting of the University of
Texas at Austin, Texas A&M University, Rice
University, the University of Texas at Arlington,
MITRE Corporation, and NASA JSC.

However, all this is of major interest only
because intelligent robotics is within our reach as a
commercial technology, although perhaps not yet
within our grasp. Major intelligent robotics
capabilities exist in many places in industry (e.g.,
Transitions Research Corporation, Teleos, Sarcos,
Robotics Research Harvesting, and Intellagent

Systems), in not-for-profit companies (e.g., MITRE
Corporation, SRl international, and Southwest
Research), in academia (e.g., Carnegie Mellon
University, Massachusetts Institute of Technology,
Stanford University, University of Michigan,
Rensselaer Polytechnic Institute, University of
Pennsylvania, and USARC), and in government
(e.g., NASA, National Institute of Standards and
Technology, and Department of Energy). Many
intelligent robotics efforts have been reported.3
These organizations and activities could form the
basis of cooperative national programs that could
pay off in the near term.

2. Investment for U.S. Manufacturing

"Both American industry and government
under-invest in manufacturing. In contrast to their
foreign competitors, U.S. firms neglect process-
related R&D within their overall R&D portfolio.
And the federal government allocated only two
percent of its $70 billion R&D budget to
manufacturing R&D in FY92."2

Strategic investment in and use of intelligent
robotics in manufacturing offer partial solutions to
many cost and quality problems, if the robotic
systems are properly targeted and designed.
Product manufacturers and their people must
identify problem areas and ways to integrate
intelligent robotics into their manufacturing
processes. Flexible approaches by robot
manufacturers are necessary to offer solutions to
problems rather than robots per se. These problem
identification and proposed solution activities
both require strategic investments that govern-
ment should help with in order to buy down the
initial risk. Leading technology needs are in
sensors and information extraction techniques
from sensor data to support the task needs.

One of the needed developments is to reduce
the cost of production of the intelligent robots
themselves through generic software architectures
(standardized and modular) and modular
hardware approaches.

The benefits to product manufacturing of
such strategic investment are as follows:

e Having the ability to build products at world
cost and quality

s Improving productivity

o Reducing time to market for manufactured
products



o Reducing costs
¢ Improving quality
¢ Improving our global competitiveness

e Having the ability to preserve and create jobs in
manufacturing

e Creating jobsin intelligent robotics for
manufacturers and integrators including
training and support

e |mproving the economy and boosting economic
growth

* Increasing profits

e Increasing tax revenue

¢ Reducing the trade deficit

e Reducing the budget deficit

s Raising the standard of living tor everyone

A cost-benefit analysis for intelligent robotics
in manufacturing shouid be conducted if this will
help make the case more compelling for all parties.

Also, manufacturing is a strategic industry
related to defense and national security in non-
threatening ways, so that its vitality is not simply a
pure economic issue.4

3. Investment for Applications in Other Sectors

Cases for strategic investment in intelligent
robotics for applications in other sectors have just
as compelling a basis of rationale and benefits as
manufacturing, whether in construction, mining,
agriculture, undersea applications, health care,
nuclear power, or other service applications such as
grocery warehouse uses.

In construction, both the national
architectural and engineering firms and the civil
engineering community want more productive
methods such as those offered by intelligent
robotics.5.6 Qur physical infrastructure is deteri-
orating at an exceedingly dangerous rate.” This
includes our highways and bridges, mass transit,
aviation facilities, water transportation, waste-
water treatment, drinking water distribution
systems, and a host of other public works and
public facilities. Thisis the physical framework that
supports and sustains virtually all domestic
economic activity; itis essential to maintaining

international competitiveness as well. Intelligent
robotics applications could reduce the cost of
replacing or upgrading much of thisinfra-
structure.6 NASA, likewise, needs space
construction intelligent robotics.

Intelligent robotics is required in mining in
order to enable the U.S. to remain globally
competitive cost-wise in coal production, and to
improve mine safety for miners.8 Clearly energy
and its cost are fundamental to industrial
competitiveness in the global economy. The
deeper coal veins, in general, do not have large
cross-sectional areas at the coal interface, and
robotics that can sense the vein edges from the
surrounding rock are needed. Transportation to
the surface is another task where robotics could
aid productivity. Again, NASA needs mining
intelligent robotics for large-scale planetary
resource use.

In controlled environment agriculture, which
is a several billion dollar per year business in the
U.S., intelligent robotics is needed to keep prices
competitive.9 Market forces are compelling
greenhouse operations, which are labor intensive,
to automate. A major motivationis for U.S.
producers to improve productivity in international
competition.10 Similarly, NASA needs intelligent
robotics in advanced life support systems where
higher order plants (crops) will be used in food
production, water purification, carbon dioxide
uptake, and oxygen release as part of the
bioregenerative recycling systems that need little,
if any, resupply.11

A large number of other sectors and applica-
tions of intelligent robotics is evident, from
undersea applications to nuclear power and a
number of service industry uses.’2 Low-cost health
care is another critical factor in global
competitiveness as a major labor-related cost, and
intelligent robotics can reduce costs while
increasing quality. Despite the varied capabilities
of current field and service robots, there are many
additional tasks awaiting future field and service
robots. Some robots will be cleaning up toxic and
radioactive waste and monitoring water pollution.
Other robots will provide mobility aids for the
handicapped and infirm and bring new forms of
education and entertainment. The time required
to add these capabilities is measured not in years
butin person years of research and development.



4. Cooperative Programs in Intelligent Robotics

In this section we describe some necessary
elements of cooperative national programsin
intelligent robotics. This section is basedtoa
significant extent on Carlisle. '3

First, we must communicate a sense of
urgency about the critical importance of manu-
facturing technology to our country's executives,
financial community, and government. Our cost of
labor will not likely compete with Singapore or
Mexico. But Japan, whose cost of labor is equal to
ours, has shown that it is possible to build products
at world cost and quality through the use of auto-
mation technology. Our government and our
boards of directors are asking the question, "What
is the manufacturing strategy that will keep us
competitive in the world market and will retain
jobs?”

Second, we need a manufacturing and
automation technology education infrastructure.
President Clinton has proposed establishing 170
technology extension centers where local
businesses can learn about new technology on
state-of-the-art machinery.2 The Robotics
Industries Association (RIA) is developing an
encyclopedia of robot applications that, combined
with equipment at these technology centers, could
greatly accelerate the adoption of robot technol-
ogy by U.S. industry. Another education-related
activity involves communication of information
about intelligent robotics and concurrent
engineering. JSCisinvolved in the National
Information Infrastructure Testbed (NIIT), which is
an industry-led consortium to initiate the “infor-
mation superhighway," where the government
role is primarily to conduct needed research and
development and determine the policy environ-
ment and legal situation. But another key govern-
ment role in NIIT that concerns us at JSC is
providing technology information, both about
intelligent robotics and about concurrent
engineering, over the Internet. NIIT members
include AT&T, Sprint, Hewlett-Packard, Digital
Equipment Corporation, SynOptic Communica-

tions, Sun Microsystems, Ellery Systems, Novell, U.S.

West Communications, New England T&T, Sandia
National Laboratories, University of New
Hampshire, Oregon State University, University of
California, and Ohio State University. The JSC
activity involves providing access to information on
intelligent robotics via the Internet and using the
Internet as a distributed computing environment
for access to a suite of interoperable engineering

software applications that support a structured
process for concurrent engineering.14

Third, the cost and availability of capital for
productive investment must be addressed. Japan is
providing more than 20 times the amount of
federally guaranteed loans to small business than
the U.S. is providing - $80 billion per year in Japan
versus $3.6 billionin 1989 in the U.S. Also, Japan
provides tax credits and zero percent interest loans
up to $0.25 million for mechatronics equipment.
Banks in the U.S. are still extremely hesitant to
make loans to small and midsize businesses due to
regulatory pressure as a result of the savings and
loan collapse. We need to improve and encourage
productive private investment through changed
banking regulations and tax policies.

Finally, we must encourage applied research
and development on robotic systems for field,
construction, factory, service, and space applica-
tions. There has been almost no U.S. research
funding for industrial applications where we need
it most to help us compete in quality and cost in
the global market. Nor has there been funding for
construction applications where rebuilding our
infrastructure is a needed major strategic invest-
ment. We need to direct funds toward developing
practical applications of robotic systems as
integrated solutions to industrial productivity
problems. We need to develop system testbeds
such as JSC has developed where developers can
integrate sensing, control, and mechanical
technologies with the objective of testing robotic
solutions to actual industrial applications.

5. Johnson Space Center Role

NASA and JSC can be key players in national
cooperative programs in intelligent robotics for
several reasons: (1) human space exploration
missions require supervised intelligent robotics as
enabling tools and, hence, must develop or have
developed supervised intelligent robotic
systems; 15 (2) intelligent robotic technology is
being developed for space applications at JSC (but
has a strong crosscutting or generic flavor) that is
advancing the state of the art and is producing
both skilled personnel and adaptable develop-
mental infrastructure such as low-cost simulation
environments for software testing and integrated
testbeds for complete prototype testing; 6.7 and
(3) a NASA JSC Technology investment Program in
Robotics has been proposed based on commercial
partnerships and collaborations for



precompetitive, dual-use developments.'8 The JSC
Technology Investment Program suggests efforts
on generic intelligent robotics software
architectures, modular manipulation and mobility
designs, integrated sensing and perception,
dexterous grasping and manipulation, and
prototyping and rapid development environments,
all as part of an approach for end-user customizing
of intelligent robotic systems. The JSC Technology
Investment Program also suggests problem-solving
approaches to applications in several sectors. JSC
also has a Small Business Innovative Research (SBIR)
program for intelligent robotics, which is
underutilized and has no commercial cost sharing
requirement.19 Itislimited in scope to about $0.6
million and 2 years in Phase |l efforts.

A key element in the cutting edge intelligent
robotics technology work at JSCis an understand-
ing of and solution approach to the key issue of
melding artificial intelligence planners with
reactive capabilities. Artificial intelligence
planners offer goal-achieving planning, but also
high-time variance due to searching. Reactive
capabilities are needed to deal safely in real time
with dynamic, unpredictable environments at the
pace of the dynamics '6. A second key element
that JSC brings is an approach to improved robotic
reliability as required for space, but also useful in
industry. A third key element that JSC brings to
cutting edge technology is an understanding of
and solution approach to the key issue of robotic
safety while maintaining productivity.

Of all of these elements, the most important

one is the personnel skilled in the state of the art
and knowledgeable about the technology.

6. The Role of Government

The proper role of government in industry, in
general, and intelligent robotics, in particular, may
be controversial. Government establishes the
environment within which business operates such
as laws, taxes, and services. Government provides
education and training funding and negotiates
mutual trade policy such as the North American
Free Trade Agreement (NAFTA). Government also
spends $70 billion per year on research and
development.

The global competitive landscape may be
different today than we have assumed in America.
Peter Drucker points out: “"The emergence of new
non-Western trading countries - foremost the

Japanese - creates what | would call adversarial
trade. ... Competitive trade aims at ¢creating a
customer. Adversarial trade aims at dominating an
industry. ... The aim in adversarial trade ... is to
drive the competitor out of the market altogether
rather than to letit survive."20

James Fallows argues about the
semiconductor industry: “The prevailing American
idea requires us to view industrial rises and falls as
if they were the weather. We can complain all we
want, but in the long run there's nothing much we
can do, except put on a sweater when it's cold. Or
the American idea makes economic change seem
like an earthquake: some people are better
prepared for it than others, but no one can
constrain the fundamental force. A different idea
-that industrial decline is less like a drought than
like a disease, which might be treated - would lead
to different behavior.” 21

"Onits way up and on its way down, the
semiconductor industry was driven not just by
private companies - although they made every
crucial operating decision and came up with every
new design - but by a network of government-
business interactions.” 21

Fallows quotes the Semiconductor Industry
Association: "Government policies have shaped
the course of international competitionin
microelectronics virtually from the inception of the
industry, producing outcomes completely different
than would have occurred through the operation
of the market alone." 21

Again Fallows states: "Forinstance, in 1962
NASA announced that it would use integrated
circuits — the first simple chips, produced by Texas
Instruments, Fairchild Semiconductor, and other
suppliers —in the computer systems that would
guide Apollo spacecraft to the moon. ... Every
history of the semiconductor business regards
these contracts as a turning point; they
guaranteed a big and relatively long term market,
which no private purchaser could have offered at
the time ... price went down, and commercial
customers began buying more and more chips. ...
Government contracts had paid for some of the
research that led to patents." 21

"For aircraft ... even more than with
semiconductors, the government provided the
initial market. ... Governments may not be able to



pick winners, but they seem to be able to make
winners."21

The precompetitive, dual-use technology
investment concept advocated here for intelligent
robotics appears to have many successful historical
precedents in buying down initial commercial risk
and attracting commercial development.22

7. Conclusion

We have the intellect and skill in the U.S. to
make use of intelligent robots in ways that will
boost our economic growth, greatly improve our
national ability to compete in the global economy
through advanced manufacturing at world cost
and quality, create jobs in manufacturing of
intelligent robots, improve the quality and reduce
the cost of health care, provide needed cost
reductions and productivity improvementsin
construction and mining, and, in fact, preserve
manufacturing in the U.S. What we lack, perhaps,
is the perception and commitment that thisis a
strategy we must pursue. Our Congressional track
record is less than promising in investing in
robotics, but there are signs of hope.23 We need
the commitment of an Andrew Rowan taking "A
Message to Garcia," as opposed to "letting
someone elsedoit.”24

We are at a stage of developing intelligent
robotics where a major cooperative development
effort would pay off in the near term —less than
5 years, rather than 10 years or more; in fact, the
metric should be in person years, not calendar
years.

JSC and its Automation and Robotics Division
stand ready with intelligent robotics technology,
skilled people, low-cost simulation approaches and
integrated robotic testbeds, a suggested set of
activities for commercial involvement in partner-
ships, matching funding possibilities, and a small
business innovative research program that does
not require any cost sharing.

Industry must step forward and lead, but
NASA should do its partin supporting develop-
ment by industry through technology sharing and
providing some risk reducing investment funding.

-—
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St.-Petersburg, Russia

Abstract

The present paper describes author's work in the
field of teleoperated equipment for inspection and
maintenance of the RBMK technological channels and
graphite  laying, emergency operations. New
technological and design solutions of teleoperated
robotic systems developed for Leningradsky Power Plant
are discussed.

1. Introduction

This paper is one from the series devoted to
nuclear power plant reliability and safety improvement
with the help of teleoperated and automatic
manipulative systems providing inspection and
maintenance of RBMK reactor channels. The same
robotic systems could be implemented in case of severe
accidents at nuclear energy objects and for other

tcchnical applications (chemical industry, space,
military technologies, etc.)

Main components of the system under
development:

- robot for fuel asscmblies handling;

- advanced teleoperated / automatic sensor-bascd
manipulator for the reactor hall;

- teleoperated / automatic mobile manipulator for
the under reactor zone,

- remote inspection system for technological
channels;

- technological manipulative system for graphite
laying repair;

- underwater robotic system for the nuclear fuel
storage pool;

- remote inspection system for pipes and tubes of
the first reactor loop diagnostic;

- mono and stereo TV systems,

- heavy duty cranc for the central hall.

All these remotely controlled systems could be
considered as cybernetic environment (under the human
operator supervising) providing inspection, maintenance
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and emergency operations in the central hall, under-
reactor zone and inside the technological channels and
cells of the reactor.

2. Object for robots implementation

Two working zones are considercd: the central
(reactor) hall and reactor itself. The central hall situated
above the reactor is 24 m wide, 54 m long and 33 m in
height.

In fact the floor of the central hall is an object of
maintenance, The most probable task is removing of fucl
asscmbly tablets parts, which can fall down to the
central hall floor during process of transportation to the
storage pool. Radiation situation in this case depends
upon quantity of the lost fuel and distance from the
manipulator.

There are 2 main difficultics in reactor
technological channel inspection and maintenance:
strictly limited geometrical paramecters of the channel
and very high level of radioactivity.: A technological
RBMK channel is a vertical tube of complex geometry
made of Zr and Nb alloy with minimum intcrnal
diameter - 80 mm and total length - 18 m. Active reactor
zone length - 7m.  Technological channels arc
surrounded with graphite laying which consists of
graphite blocks (rectangular, 250x250 mm with a hole
of 114 mm in diameter). A fuel asscmbly is placcd
hermetically inside the channel. Radioactivity inside
graphitc blocks and channels of stopped reactor
comprises alfa, beta and gamma-rays. At Leningradsky
power plant reactor channels gamma-rays level is about
1800-2000 roentgen per hour.

3. Proposed solutions

Channel type reactor maintenance practice
determined developing of 3 independent tcleoperated
systems for inspection and remote handling:

N94- 30528



1. Telcoperated / automatic robot for the central
hall providing a wide range of technological operations
undcr unpredictablc environmental conditions.

2. Remotely controlled inspection and  fucl
assembly picces rcmoval system for the channel with
cross section diameter of 80 mm and length of 18 m.

3. Teleoperated system for handling and removal
of fuel assembly and graphite blocks picces from the
channel with rectangular cross section (250x250 mm).

Teleoperated  systems should include several
subsystems such as: TV viewing system, lighting system,
manipulator, geometric parametcrs measuring system,
gamma-rays level measuring system, cnd effector
fixation systcm, azimuth measuring systcm,

4. Design implementation

Bellow follows a bricf description of the above
mentioned telcoperated systems.

Telecoperated / automatic robot

Teleoperated / automatic robot consists of remote
master-slave manipulator; stereo-TV system; mono-TV
system (3 picces); transport device, special set of
changeable tools, control and operation cquipment,

Manipulator consists of articulated slave arm with
joint drive units containing clectric motors, harmonic
gears, speed, position and advanced torque transduccrs
(the slave is made of titanic alloys and stainless steel),
replica master arm, equipped with position transducers
and brushless DC motors, control consolc containing
standard electronics housing cages, operator console,
cable set, set of tools. The slave drives contains §
bilateral drive systems with brushless DC motors,
rectifiers and transistor invertors. Control system of
manipulator provides teleoperated and automatic work
regimes.

Main technical data:

max. load capacity, kg 25
degrees of {reedom, number 5
gripper squeezing force range, N 50-600
max. distance between master
and slave, m 100
total consuming power, kw 2.5
mass, kg:
slave arm 90
master arm 70

Main design principles: bilateral servodrives with
automatic force control and advanced force reflection,
modular drive units (M-54 design principle), remotely
changcable tools, ability to be placed at any of vehicles.

Remotely controlled channel inspection system

Main technical data:

TV camera rotation speed, deg/s i6

TV camcra rotation angle, deg 360
mirror rotation angle, deg 45

mirror movement control incremental
gripper linecar movement range, mm 0-49
gripper load capacity, kg 0.09

max. distance between control console

and manipulative system, m 50
gripper squeezing speed, 1/s 1

lifter max load capacity, kg 22
manipulative systcm mass, kg 15

lifter position accuracy, mm 10

lifting spced, mmy/s 11 and 21

This telcoperated system contains a mobile module
and a rcmote operator control console. The mobile
modulc provides working operations inside the reactor
channcls and consists of a manipulative system and a
tower with an automatic fock (for connccting to the
central hall heavy duty crane), a lifter with a cable drum
and a mechanism for accuratc manipulative system
positioning above a channcl.

The manipulative system is designed in the form of
a cylinder with cross scction diameter of 49 mm with
built-in:

- clectromechanical gripper;

- rolling mirror;

- TV camera with an objective, lighting system and
imagc processing equipment;

- gripper drive;

- TV camera rotation drive;

- azimuth movement drive,

- channel geometric parameters measuring system
and manipulator fixation systcm;

- clectrical connector.

The gripper situated at the bottom side of the
manipulative system provides small objects removal out
of the channel. The gripper comprises spring loaded
tongs activated by an clectric drive. (Squeezing force -
0.9 kg, maximum load capacity - 90 g).



10

Strict geometrical requirements made the
designers solve a very complicated problem of all the
parts of the system mounting consequently inside the
narrow steel tube body. For example the system TV
camera should provide both side and axial viewing
modes. Therefore the inclined mirror should have 2
fixed positions. For this a special "mirror on/off"
mechanism was developed. Its main idea is to
implement the same motor for activating the gripper and
rolling the mirror. This motor activates the screw which
makes a nut with a cam slot on the surface move along
the screw. While the mirror finger is in the vertical part
of the slot the mirror remains in the same position. But
when passing the sloping part of the slot the finger
makes the mirror move opening the axial view for the
camera. Moving the nut farther with the mirror finger
sliding along the sccond vertical part of the slot the
motor closes the gripper without changing the mirror
position. Moving the nut backwards the motor opens the
gripper and then can change the mirror position
returning to side viewing mode.

Such design solution provides a considerable
system dimensions reduction.

Another peculiar feature of this manipulative
system is a combined mechanism for a channel diameter
measuring and the system fixation inside the channel.

The mechanism comprises 3 metal (3,969 mm in
diameter) balls built into the system body. The balls can
partly move out of the body until they meet the channel
walls and fix the device inside the channel. The rotating
ring pushing the balls outside is connected to the motor
activating the mechanism and to the position transducer
providing accurate (+/- 0,001 mm) displacement and
therefore channel diameter measurement.

Teleoperated manipulative system for channel
graphite laying repair

This system should provide following tcchnical
tasks:

- internal graphite block viewing inspection,

- geometrical parameters measurement;

- sampling;

- channel, fucl assemblies and block parts removal,
- inside-cell and cell-to-cell blocks rearrangements.

The system should comprise:

- teleoperated manipulator with 200N load
capacity;

- TV viewing system,

- measuring system;

- temperaturc Sensors;

- container for small objects;
- grinding machine;

- changeable grippers.

The system working zone cross section varies from
a circle of 114 mm in diameter to a squarc of 250x250
mm.

The system is currently under development.
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Abstract

This paper describes research on the ARK (Autonomous
Mobile Robot in a Known Environment) project. The
technical objective of the project is to build a robot that
can navigate in a complex industrial environment using
maps with permanent structures. The environment is not
altered in any way by adding easily identifiable beacons
and the robot relies on naturally occurring objects to use
as visual landmarks for navigation.The robot is equipped
with various sensors that can detect unmapped obstacles,
landmarks and objects. In this paper we describe the ro-
bot’s industrial environment, it’s architecture, a novel
combined range and vision sensor and our recent results
in controiling the robot, in the real-time detection of ob-
jects using their colour and in the processing of the ro-
bot’s range and vision sensor data for navigation.
1, Introduction

The ARK (Autonomous Robot for a Known Environ-
ment) Project is a precompetitive research project in-
volving Ontario Hydro, the University of Toronto, York
University, Atomic Energy of Canada Ltd., and the
National Research Council of Canada. The project
started in September 1991 and will be completed in Au-
gust 1995. The technical objective of the project is to de-

velop a sensor—based mobile robot that can autonomous-
ly navigate in a known industrial environment.

There are many types of industrial operations and envi-
ronments for which the mobile robots can be used to re-
duce human exposure hazards, or increase productivity,
Examplesinclude inspection for spills, leaks, or other un-
usual events in large industrial facilities, materials handl-
ing in computer integrated manufacturing environments,
and the carrying out of inspections, the cleaning up of
spills, or the carrying out of repairs in the radioactive
areas of nuclear plants - leading to increased safety by re-
ducing the radioactive dose to workers.

The industrial environment is significantly different
from office environments in which most other mobile ro-

Copyright © 1993 American Institute of Aeronautics and
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bots operate. The ARK project will produce a self—con-
tained mobile robot with sensor-based navigation capa-
bilities specifically designed for operation in a real indus-
trial setting. The ARK robot will be tested in the large en-
gineering laboratory at AECL CANDU in Mississauga,
Ontario (figure 1). This open area covers approximately
I -

Figure 1. A view of the AECL industrial bay
50,000 sq. feet of space and accommodates one hundred
and fifty employees. Within the Laboratory, there are test
rigs of various sizes, mock-ups of reactor components, a
machine shop, a fabrication facility, metrology lab and
assembly area. There are no major barriers between these
facilities and therefore at any one time there may be up to
fifty people working on the lab floor, three fork lift trucks
and floor cleaning machines in operation. Such an envi-
ronment presents many difficulties that include: the lack
of vertical flat walls; large open spaces (the main isle is
400’ long) as well as small cramped spaces; high ceilings
(50); large windows near the ceiling resulting in time de-
pendant and weather dependant lighting conditions, a
large variation in light intensity, also highlights and glare;
many temporary and semi—permanent structures; many
(some very large) metallic structures; people and forklifts
moving about; oil and water spills on the floor; floor
drains (which could be uncovered); hoses and piping on
the floor; chains hanging down from above, protruding
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structures, and other transient obstacles 1o the safe mo-
tion of the robot !1,

Large distances, often encountered in the industrial envi-
ronment, require sensors that can operate at such ranges.
The number of visual features (lines, corners and re-
gions) is very high and techniques for focusing attention
on specific, task dependent, features are required. Most
mobile robotic projects assume the existence of a flat
ground plane over which the robot is to navigate. In the
industrial environment this ground plane is generally flat,
butregions of the floor are marked with drainage ditches,
pipes — this requires sensors that can reliably detect such
obstacles.

The ARK robot’s onboard sensor system consists of so-
nars and one or more ARK robotic heads and a floor
anomaly detector (FAD). The head consists of a colour
camera and a spot laser range finder mounted on a pan—
tilt unit 3 (see also figure 3). The pan, tilt, camera zoom,
camera focus and laser distance reading of the ARK ro-
botic head are computer controlled. The ARK project is
investigating different technologies for Floor Anomaly
Detection (FAD) todetect objects on the floor that cannot
be detected by the sonar system and are too large for ARK
to traverse. One technology that is being developed is a
laser based system built around the NRC BIRIS laser
head!. A second approach is to use stereo vision to local-
ize potential floor anomalies. Unlike the classical ap-
proach to stereo, the siereo based FAD uses calibrated
non—zero torsional eye positions to warp the disparity
surface to simplify the process of detecting structures
near the ground plane ?.

The ARK robotnavigates in itsenvironment without help
from a human operator and with no engineering of the
environment through the addition of radio beacons or
magnetic strips beneath the floors. Also, modification of
the environment to include unique and easily identifiable
beacons is also not permitted. The robot uses naturally
occurring objects as landmarks. The robot relies on vi-
sion as its main sensor for global navigation, using a map
with permanent structures in the environment (walls, pil-
lars) 10 plan its path. Whilc executing the planned path,
the robot searches the environment for known land-
marks. Positions and salient descriptions of the land-
marks are known in advance and are stored in the map.
The robot uses the relative position of the detected land-
mark to update its position. The robot’s visual tasks in-
clude detection of landmarks and searching for known
objects. The robot avoids any objects in its path by using
the rcactive part of its control system. These objects

could be stationary or moving, and do not have to be a
part of the internal representation.
In this paper we describe some recent research aspects of
the project. In particular we concentrate on environ-
mental path planning, the reactive control system, colour
based detection of objects and 3D scene segmentation
using the combined visual / range sensor.

2. Mobile Plaiform and Sensors
We are building two ARK prototypes: one at the Univer-
sity of Toronto and the other at AECL. ARK-1 (at
Toronto) is being jointly constructed by university and
industry personnel. We use ARK-1 to test the ideas, sen-
sors and algorithms that will ultimately be included in
ARK-2. The computing for ARK~1 is done mainly off-
board while that for ARK-2 will be done mainly on—
board. Both robots use visual data obtained through ac-
tive vision processes as a primary source of sensing for
the robot. They also use non-visual sensors such as in-
frared, sonar and laser range~finders. Both ARK robots
use the Cybermotion Navmaster platform as their mobile
base (see figure 2).

Figure 2. The ARK-1 robot
2.1, Mobil rm

The main hardware components of the ARK-1 robot are:
the Navmaster mobile platform from Cybermotion, the
robotic head with sensors and aremote link to a host com-
puter network (figure 2). The platform consists of a base
with three wheels and a rotating turret. A bumper,
equipped with contact sensors, is mounted to the turret.
The turret was originally equipped with six sonars: two of
them face forward, two backward and two sideways.
Each sonar emits a cone shaped acoustic wave and can
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detect the reflected wave. The time required by the sound
to travel from the robot to an object and back gives a
measure of the object distance. We have experimented
with using additional sonars mounted on the turret or the
bumper to enhance the interpretation of the sonar data. 4.
Multiple return signals were combined in a three dimen-
sional grid in robot coordinates using a Bayesian update
rule. Additional readings were obtained by small move-
ments (less than 1 m) of the robot. This approach helped
to map more accurately obstacles in front of the robot and
to reduce the influence of noisy return signals.

The ARK-1 robot communicates with a network of host
computers via the 8—channel remote serial link. The com-
munication between the robot and the host is on the level
of processed signals from sensors and commands sent to
the robot. The on-board computers collect the data from
various sensors, preprocess it and send it via the radio link
to the host computer network. The computers in the net-
work analyse this data, and generate commands for indi-
vidual units of the robot (platform, head, sonar con-
trollers, range—finder). The on board computers perform
time critical functions such as emergency stop, position-
ing the head and moving the platform. The host network
of computers consists of a multiprocessor SGI Power
Series 4D380 and several Sun SPARC 2 workstations, all
running under the Unix operating system.

In ARK-2, most of the computation, such as processing
and interpretation of data from various sensors and gen-
eration of control commands, will be done on board. The
communication link will be primarily used for exchang-
ing messages between the robot and the operator. The on
board computer will operate under control of a real time
operating system.

2.2. Combined Vision / R S

We have installed a special sensor (Laser Eye) on the
ARK wrret. This sensor can provide colour images and
range data at distances up to 100 m which are typical for
the industrial environment. The Laser Eye is a combined
range / video sensor consisting of a camera and a laser
range~finder 3. The range—finder uses the time—of—flight
principle and provides a single depth measurement for
each orientation of the sensor. Measuring distances to ob-
jects in the scene requires pointing the sensor at each of
them in turn and reading their depth. The range—finder
uses an infra-red laser diode to generate a sequence of
optical pulses that are reflected from a target. The time re-
quired to travel to and from the target is measured to esti-
mate the distance. The laser is eye safe — this permits its
use in the presence of people.

Our robotic head has four degrees of freedom: two ex-
trinsic — head pan and tilt, and two intrinsic — camera
zoom and focus (figure 3). The head can tilt in any direc-

Figure 3. The robotic head with a combined
visual & range sensor (Laser Eye)
tion between 65 degrees below and 95 degrees above the
horizon and the panning range covers 360 degrees. The
head can rotate with speeds exceeding 180 degrees per
second. Figure 3 shows the first model of the head with
the Laser Eye sensor.

The range—finder measures distance to an object in the
centre of the camera field of view. The co-linearity of the
camera optical axis of and that of the range—finder is
achieved by using a hot mirror (one that reflects infra—red
and transmits visible light) placed in front of the camera
lens. The mirror transmits the visible light from the ob-
served scene to the camera with minimum attenuation.
The hot mirror reflects the transmitted infra-red beam
and sends it in the direction of the optical axis of the cam-
era. The returning pulse is reflected by the hot mirror
again and projected on adetector in the range—finder 5.A
single range measurement takes 0.12 — 0.5 second de-
pending on the selected accuracy. The time required to



point the head in a new direction depends on the required
rotation.

3, Control Architecture

The ARK control system consists of two levels: a high
leveland a low level reactive system. The high level is re-
sponsible for planning robot actions, global path plan-
ning, selecting landmarks for sighting and interactions
with the user. The low level, reactive component of the
control system, uses the on board obstacle avoidance sys-
tem of the platform to detect obstacles and to navigate
around them.

The path planner assumes that the low level reactive con-
trol structure will safely execute segments of the plan in
the presence of unmodelled or unexpected obstacles. By
breaking the path planning process into a GOFAIR
{Good Old Fashioned Al and Robotics) task which can be
processed using classical Al tools, and a real time reac-
live process which can be processed using a real time
safety critical system implemented as a subsumption
architecture, ARK takes advantage of the best of both
paradigms.

3.1 Position Estimati | Global Path Planni

The global navigation system uses visual landmarks to
update the robot position estimate. A dead reckoning sys-
tem on the platform measures the distance travelled and
provides the current orientation. The positional error in-
troduced by the dead reckoning system accumulates over
time and has to be reset by measuring the robot position
with respect to landmarks stored in the map. The map is
represented as a 2D floor plan that contains permanent
objects, semi-permanent objects entered by the user, ob-
stacles detected by the robot and landmarks. Each loca-
tion in the map is annotated with landmarks that are vis-
ible from this location. We use a Kalman filter to update
the current position estimate 8.

The global path planning process represents the world as
atwodimensional grid. We have experimented with vari-
ous path planning algorithms such as the shortest path,
the minimum cost, and the minimum uncertainty. The
shortest path minimizes the distance travelled by the
robot and the minimum cost minimizes the number of
grid cells visited by the robot. The minimum uncertainty
path planner uses the known position of landmarks to
choose paths that minimize the expected uncertainty
from the start position to the goal. By selecting such a
path, the robot may travel a longer distance but its posi-
tional error along the path will be much smaller as it can
update its position estimate more often.

Figure 4 shows a user interface displaying a map, robot
and a planned path. The interface facilitates the creation
of a map of the environment, as well as the planning and
execution of a path by the real or simulated robot. The
high level control system assumes the presence of a low
level reactive control system that can execute the path
created by the high level.

3.2 Reactive Control

The high level planner communicates with the reactive
subsystem through a very simple set of operations that as-
sumes the reactive phase of the planner will operate au-
tonomously and asynchronously; attempting to achieve
the current subgoal 2. The low level control of the robot

is based around the subsumption approach described by
Brooks 2.

The robot is guided by a set of behaviours that operate in
parallel. Each behaviour maps a sensory reading from the
robot’s environment into an external action of the robot.
Conflicting behaviours are arbitrated based on an abso-
lute prioritisation of behaviours. There are three basic be-
haviours that control the robot: move, avoid, and escape.
Avoid watches for an obstacle detected by the front sens-
ing sonar. If an object appears the avoid behaviour stops
the robot, and turns it to a new direction so that the robot
will not collide with the obstacle. The escape behaviour
watches for an obstacle directly in front of the robot, in
which case, it causes the robot to back—up and then to turn
to a new direction. The escape behaviour helps to get out
of certain deadlocks that may occur with the avoid behav-
iour when the robot gets stuck in a corner. The move be-
haviour steers the robot towards a precomputed goal
position.

Figure 5 shows the planned path and the reactive path ex-
ecuted by the robot as it moves through a doorway. The
robot starts in the right top position and moves until it ap-
proaches the doorway. At this point, the avoid behaviour
is triggered by the edges of the doorway.

+. Using Vision for Navigati
Computer vision plays a major role in the ARK project.
The ARK robot uses vision to detect and track landmarks
and to search for other known objects. Subsequent sur-
veys and preliminary vision testing have yielded many
potential candidates for ARK landmarks in the AECL
bay. It is important that these landmarks not only image
well but that their occurrence be frequent. Typical land-
marks within the AECL laboratory consist of alpha-nu-
meric location signs, fire extinguisher markers, door-
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ways, overhead lights, and pillars. The only criteria used
is that they are distinguishable from the background
scene by colour or contrast. These criteria allow the use
of both grey level and colour image processing algo-
rithms for landmark identification.

Vision provides important information where to point the
range—finder to obtain the most important information.
This location depends on the current task, for example,
detecting an obstacle or a passage between obstacles. It

also depends on the state of a data processing and is
driven by an attention model. In two following sections
we present results of using vision to detect objects using
their colour and to select targets for range measurements.

5. Detecting Landmarks and Obiects Using Cal

Visually searching for objects requires scanning the envi-
ronment or checking expected locations with acamera or
even moving a robot. In typical tasks of detecting visual
landmarks or searching for a target object, the object it-
self and its salient characteristic is known in advance.
When searching for a landmark the robot can predict
where to point the camera as it knows its own approxi-
mate location on the map and the coordinates of the land-
mark. Still, uncertainty of the robot’s position requires
selecting a wide field of view for the camera. An attention
mechanism that selects some “interesting™ locations inan
image or environment significantly speeds up and sim-
plifies the search. Features such as intensity, colour, high
contrast, motion and presence of significant edges are
often used to focus attention. Once candidate locations
have been selected, each of them is inspected closely to
verify presence of the target object.

We use colour to identify possible candidates in an
image. The colour classification scheme consists of an
off-line training phase and an on-line classification of
pixels on a real-time image processor 7. Colour informa-



tion is used for pixelwise classification of images and as-
signing pixels to possible target candidates or back-
ground classes. We apply classical methods of pattern
recognition for pixel classification. We achieve the real-
time performance by creating look up tables (LUTS) dur-
ing the training phase and fast indexing during the on-
line classification.

Real-time Colour C}

Classification of every pixel in the image is a computa-
tionally expensive task. Modern image processing sys-
tems are often equipped with large look up tables that
allow for real-time processing of every pixel. Combina-
tion of multiple data streams, for example RGB, into one
channel enables us to index into the LUT and achieve the
real-time performance of an arbitrary (non-linear) con-
version. The nature of this conversion is determined by
the contents of the LUT. The problem is how to create a
LUT that will effectively capture the important variabil-
ity of the data.

Resolution of the feature space canreach 224 (3 x 8 bit co-
lour bands) for standard colour cameras. Often it is suffi-
cient to operate on smaller arrays. There are hardware li-
mitations as well, for example, the Datacube MV20 ad-
vanced processor, used in the project, has a look up table
with a maximum of 64 k entries. The contents of look up
tables are often determined by manual selection. A more
systematic approach uses training by showing examples
and manually delineating the objects of interest. Cells in
colour space, corresponding to the feature combinations
present in the training set, are assigned to appropriate
classes. For low resolution of the feature space (200 cells)
such a technique is sufficient, as camera noise and blur
create dense clusters 13, For high resolution look up
tables containing, for example 64 k cells, this approach is
notreliable as insufficient training data creates “holes” in
the feature space. Such holes cause misclassification of
the data. Various heuristic techniques of filling the space
have been used to bridge the gaps !9,

To overcome the problem of the gaps in the LUTs created
by limited number of training combinations, we use
classical statistical pattern recognition techniques to fill
the table. The brute force classification of all possible
feature combinations fills the LUT easily.

The training sets consist of images with objects of in-
terest in their natural environment and under different il-
luminations. Each pixel in the training set is described by
its three colour components (RGB or HSI depending on
the selected colour space). A clustering programme parti-

tions the three dimensional feature space and creates de-
scriptions for all clusters detected in the training set.
After clustering the user assigns individual clusters to
classes corresponding to the trained objects and the back-
ground. A classification programme uses the description
of clusters and their class assignment to process all the
pixels in a test image. The test image contains all the fea-
ture combinations for a given resolution of the feature
space and the resulting LUT will have all its cells filled by
this process. Resolution of the LUT is limited by the
image processing hardware and in our case the LUT size
is equal to 64k (2!). Decomposition of the 24 bit input
data into 16 bits can be constant and may always rely on
the same algorithm. Alternatively, it may vary depending
on the distribution of data in the feature space.

The on-line classification combines the colour compo-
nents of every pixel into one index to address an entry in
the look up table. This entry contains a label correspon-
ding to one of the trained classes.

5.2, Implementation and Results

We have implemented the training phase (clustering and
creation of the LUT) on a Unix host. The real-time colour
classification is being implemented on the MaxVideo 20
image processing system.

We trained the classifier to detect red and green circular
plates similar to the ones displayed on the wall in the
scene shown in figure 6. The training set contained mul-

Figure 6. An office scene with coloured objects

(luminance is shown only)

tiple plates located in various locations in the scene. The
illumination varied between locations. The original pixel
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values were represented in the RGB space. We used the
K-means algorithm to group the data into approximately
20 clusters. The user assigned clusters corresponding to
plates to three classes: red, green and the background.
This technique is described in detail in 7.

Figure 7 shows the results of pixelwise classification,

Figure 7. real—time colour detection and recon-
struction of object candidates from figure 6

filtering and reconstruction of large blobs representing
red and green classes. The results of this processing are
not perfect — both red plates have been detected but
among the four green candidates only one corresponds to
the target object. Also, detection of individual plates is
not perfect as regions in the shade or reflecting light are
misclassified. Different techniques could be used to de-
cide whether the detected blobs cormrespond to valid ob-
jects or not. At this resolution, however, it might be diffi-
cult to decide if the shape deformations are caused by
noise, particularly if the sensor is positioned at a difficult
viewing angle. It is much better to point the robotic head
at every candidate in turn and then acquire and process a
new set of images.

Each detected candidate is described by a set of para-
meters that define its position in the image, size and loca-
tion of its bounding window. The new orientation of the
head is calculated from a kinematic model of the head
that includes the pan, tilt and the initial size of the field of
view. The new setting for zoom is selected so that the blob
of interest s fully included in the new view but dominates
the field of view.

¢ Using Visi {R for Navigati
The robotic head with the Laser Eye provides colour
images and sparse range measurements at distances up
100 m. With the current version of the head we can obtain
sparse range measurements at a rate over 2 Hz. For the
real-time operation of the robot it is important to mini-
mize the number of measurements. We use image data to
plan where to point the range—finder 4. 5.,

.. Region Based I R .
We assume that nearly all significant depth discontinu-
ities in the scene coincide with the boundaries of detected
regions. This assumption requires that the initial seg-
mentation creates an over- rather than under-segmented
representation of the image. The under—segmentation
can cause potential problems as it requires additional
depth measurements to split the region along a depth dis-
continuity. The size of the regions should not be too small
as it is difficult to obtain reliable distance measurements
for small regions due to the finite size of the laser spotand
accuracy of the robotic head.

The initial segmentation creates an image tessellated into
primary regions of homogeneous image properties (in-
tensity, colour, etc.). The segmentation method adopted
for the project consists of smoothing, morphological
edge detection and the watershed transform. This has
been described in detail elsewhere 4. Large numbers of
closed regions of similar image properties are created asa
result.

In the image of AECL bay, shown in the figure 1, depth
varies from approximately 3 m to 100 m. Figure 8 shows
regions detected in figure 1 by the segmentation algo-
rithm. A range map corresponding to this scene can be

Figure 8. Image from figure 1 segmented into regions

created by selecting target points for each region and



pointing the sensor at each of them. The number of targets
required for each region depends on the world model and
the required robustness. In a simple example, a single
range measurement per region yields an approximate
range map. Orientation of a planar surface in 3D can be
recovered by measuring the distance to at least three
points for each region and fitting a plane in Cartesian
coordinates. Further processing uses the distances to
targets and properties of regions and curves. The result of
this processing is a 2 1/2 D representation of the scene.

2. Attention Driven Target Selecti

In the example shown, the initial segmentation created
almost two hundred primary regions. Assuming the
simple model with one range measurement per region,
creation of the complete range map requires almost 200
range measurements. By applying the above technique
we have been able to reduce the number of range
measurements required to create the dense range map
from 64k samples (sampling every pixel in a 256x256
grid) to a much more manageable number of 200 to 1000
samples (200 regions x 1...5 targets per region). This has
been achieved if the initial over—segmentation of the
image identified intensity discontinuities and that they
account for nearly all the depth discontinuities. For the
mobile robot, operating in real-time, this may still be too
slow. If we look at the intensity image ourselves, it seems
that a few range measurements, taken at the “right”
orientations, could provide the essential information es-
sential for a specific task. We decided to look to models of
human attention for inspiration.

The attention scheme, used here, depends on three com-
ponents 6:

i. a priori information,

il. selection of salient features,

iii. a given task and previous results of attentive proces-
sing.

The a priori information is encoded as a function biased
to look at specific parts of the image. This function repre-
sents preferred behaviour (directional sensitivity) of the
system, for example, data in the centre or below the hor-
izon might be more important than at the periphery of the
camera image.

Representing the segmented image data as a graph allows
easy access to underlying regions and boundaries in the
graph and for access to adjacent ones. The regions are de-
scribed by features such as intensity, colour, texture des-
criptors, and their size and shape. The boundaries be-
tween adjacent regions are described by their size, shape,

orientation and contrast between regions on both sides.
Detection of winners, in the Winner Take All scheme 3,
uses a combination of these features and is biased by the
specific task performed by the robot.

For example, looking for a passage might involve search-
ing for a dark region in the image. Depth discontinuities
are likely to occur at boundaries between contrasting re-
gions. If the task is to provide a qualitative range map,
then selecting large regions first will enable faster cover-
age of the image by range data. Results of previous range
measurements can influence the selection of the next
target. This selection is task dependent. For example,
when searching for an obstacle, if a depth discontinuity is
detected, then the next ranging operations should con-
centrate on recovering the full extent of the closer object
and not the distant one. If such a discontinuity is detected
while searching for a passage then the successive ranging
operations should concentrate on objects further away —
the opposite strategy.

Figure 9 shows the attended receptive fields and the path
of 10 saccadic movements between regions of high inten-
sity. The initial bias is uniform and contributions from all
;  — T

Figure 9. Bright regions selected by a uniformly
biased attention model

receptive cells (pixels) are treated equally and, as the re-
sult, large bright regions are attended first. Edges of high
contrast are likely locations for depth discontinuities.
Boundaries between regions now serve as salient fea-
tures. Pointing the range-finder at a boundary is not
practical so two regions on both sides are selected for
attention. Figure 10 shows a sequence of saccades be-
tween contrasting regions with a bias to the central part of
the image. To minimise the number of measurements,
each region is attended only once even if it is selected by
two different boundaries.
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Figure 10. High contrast regions selected by
a cenirally biased attention model

7.Di .

The ARK robot relies on its combined vision and range
sensor to navigate through the industrial environment.
This sensor is unique as it operates at large distances that
are typical for the industrial setting. Such distances are
not covered by other available techniques used by mobile
robots: stereo and active triangulation. Long distance
sensory data allows the robot to detect landmarks, search
for objects and possible paths well in advance. Early
detection of such situations allows the robot to modify its
trajectory or to change the plan without the need for an
exhaustive search of the environment. Our work concen-
trates now on extending the reactive, subsumption based,
control architecture by implementing additional behav-
iours. At present, we are moving now with our experi-
ments from the university laboratories to large open
spaces of the AECL industrial bay.

One of the strengths of the ARK project stems from the
close working relationship between the industrial partici-
pants and the researchers from the University of Toronto,
York University and the National Research Council.
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Abstract
The design and construction of a
biologically-inspired hexapod robot is presented. A

previously developed simulation is modified to include
models of the DC drive motors, the motor driver
circuits and their transmissions. The application of
this simulation to the design and development of the
robot is discussed. The mechanisms thought to be
responsible for the leg coordination of the walking
stick insect were previously applied to control the
straight~-line locomotion of a robot. We generalized
these rules for a robot walking on a plane. This
biologically-inspired control strategy is wused to
control the robot in simulation. Numerical results
show that the general body motion and performance of
the simulated robot is similar to that of the robot
based on our preliminary experimental results.

I._Introduction

This work is part of an interdisciplinary project
which aims to develop practical and robust robot
control strategies by using principles extracted from
neurobiology. In particular, the problem of hexapod
robot locomotion is being addressed, and the primary
sources of neurobiological data are the American
cockroach, the walking stick insect and the locust.
A simulation was created to aid in the development of
a hexapod robot and its controller because of the
relatisve ease of changing parameters and collecting
data.™ We have been building robots for the purpose
of further developing, testing, and demonstrating
these controllers.

Walking robots have been of interest throughout
the history of robotics, including numerous examples
with one, two, four and six legs. B Hexapods are
particularly common because they can reposition half
of their legs while supporting the body in a
statically stable fashion with the other half. With
six legs, however, many actuators are required and
weight becomes a major design concern. Thus, some
method of simplifying the locomotion is often applied,
such as the use of pantograph mechanisms which

. - . 15,17
uecouple the horizontal and vertical motion.

Despite steady progress in the field of robotics,
today’s  walking robots have limited locomotion
capabilities compared to insects, which execute this
complex task with remarkable skill and robustness.
Researchers are making use of biological principles to
design robots and their controllers. For example,
Raibert has constructed a variety of successful
hopping robots controlled based on the principle of
the inverse pendulum as in human running.”

From neurobiology, it is known that there is a
close link between the nervous system and the
physiology of any animal. In attempting to create a
system  which achieves successful locomotion by
incorporating strategies from the insect world, it may
be desirable to start with an insect-like robot.
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Hence, there is an interest in building
biologically-inspired robots and exploiting the
synergies found in insects between their mechanics and
their control systems. For example, Donner employed a
biologically-inspired approach for gait generation in
a hexapod robot. ~ Brooks and Ferrell have built small
hexapod rcbots and controlled them using finite state
algorithms.

Previously, a small hexapod was built and its
straight-line  locomotion on a flat surface was
controlied using a biologically-inspired neural
network. The purpose of the robot was to test the
controller  which was  previously developed and
demonstrated using a kinematic simulation.?’  This
neural network was shown to be robust to the severing
of any central or sensory connection. It produced a
continuum of statically stable insect-like gaits as a
single scalar_input governing the speed of the robot
was varied. Three mechanisms thought tc be
responsible for coordination in the walking\) stick
insect were applied to the same locomotion task.

The robot discussed in this paper is more
insect-like than the previous robot in terms of leg
configuration and degrees of freedom. It is designed
to be capable of turning, walking on a rough terrain
and walking quickly which requires careful
consideration of power and weight. Animal muscle has
a high power to weight ratio and controllability that
is difficult to reproduce with present technology.
The power to weight ratio of DC motors is much less
than that of insect muscle. Despite this, DC motors
are typically used in robotics because of their
controllability.

Every item on a legged robot contributes to the
total weight that its legs must lift. It is typical
for one leg to support half of the body weight, and in
this case, an individual motor may have to support
this entire load. A motor which is lightly loaded in
one configuration may be heavily loaded in a different
configuration, thus, for a highly mobile robot, whose
legs may undergo many different configurations, many
of the motors must be equally powerful.

In this paper, a previous simulation is reviewed
which was developed to assist in the design of the
robot, and in particular Stg help choose appropriate
motors and transmissions.™’ Next, the design and
construction of the robot are discussed. Then,
modifications to the previous simulation are
introduced to more accurately model the dynamics of
the robot. A biologically-inspired controller based
on the mechanisms which coordinate the legs of the
stick insect is then reviewed. Next, this controller
is modified and generalized for the control of the
robot walking on a plane. Numerical results
demonstrate the locomotion of the simulated hexapod
using this controller. The general body motion and
performance of the simulated robot are similar to that
of the robot based on our preliminary experimental
results.
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1I. Review of A Simplified Dynamic Model of a Hexapod

Robot
Lin and Quinn developed equations which_ describe
the motion of an insect-like walking robot.™ The

robot was modeled as having a central body and six
legs, each leg having two segments and three revolute
degrees of freedom, two where the leg joins the body
(hip) and one connecting the two segments (knee). They
formulated a simplified dynamic model based on the
assumption that the inertia of each leg is much less
than the inertia of the central body. This is the
case for most insects (for example, all six legs
account for approximately 12% of the total mass of a
cockroach).

The assumption that the inertia of the leg is
much smaller than the inertia of the central body
leads to the following conclusions:

(i) Each leg which is in its power stroke ({stance) may
be treated as if it is in static equilibrium and
kinematic equations govern its motion.

(ii) The reactions acting on the body at the hip joint
of a leg which is in its recovery stroke (swing) are
much less than the reactions at the hip joint of a leg
in stance and, therefore, can be neglected.

Hence, the forces and moments at the hips acting on
the central body are assumed to be due to the stance
legs only. Also, given the joint torques, these
forces and moments can be determined approximately
based on static equilibrium using the Jacobian matrix
of each stance leg.

The central body is treated as rigid with six
degrees of freedom. Each stance leg is treated as a
manipulator pivoted at the ground contact point with
the body treated as its end-effector. On the other
hand, a leg in the return stroke is treated as a
manipulator with a moving base (the hip). Hence, the
equations of motion are decoupled into dynamic
equations for the central body, dynamic equations for

each leg which is in the recovery phase, and kinematic
equations to represent each leg which is in the stance
phase. In comparison with the full dynamic model, the
number of equations are the same, but, in the
simplified model, the equations are decoupled intoc a
set of less complex systems. Because the equations
are decoupled, the leg masses are included in the
swinging leg equations as well as in the mass of the
body. The leg masses are counted as point masses at
their respective hip joints, thus the central body
mass is set to the mass of the entire robot. This
assumption is justified because the motors, which
comprise most of the mass, are located near the hip on
the robot described in the next section.

During each time step the simulation is set up as
an initial value problem, and given the joint torques,
the Newton-Euler equations governing the motion of the
central body are integrated to determine the state of
the body at the next time step. Then, the equations
governing the motion of each leg are integrated to
determine its state at that time step. If a leg in
its stance phase is found to be in tension, it is
switched to the recovery phase. Alternately, when the
foot of a swinging leg is found to contact the ground,
that leg is switched to the stance phase.

Note that, because the inertia of a stance leg is
neglected, the constraint force caused by the ground
acting on the foot and the joint forces at the knee
joint and at the hip joint are equivalent. Hence, the
ground reactions at the foot can be determined from
knowledge of the joint torques and will not be
unknowns in the simulation problem.

In the simulation, the joint torques and the
ground reactions are unknown and are to be determined
for a particular walking gait and corresponding joint

motions. In general, given a dynamic model of a
walking system, when more than one foot is in contact
with the ground, a closed kinematic chain is formed
and there are an infinite number of solutions to the
problem. Pfeiffer et al. used an optimization
technique to choose a particular set of feedforward
control joint torques. On the other hand, Quinn and
Lin used a feedback control strategy to determine the
required joint torques to cause the joints to follow
the desired joint motions. Both of these strategies
have a basis in Dbiology. Lin and Quinn wused
collocated, proportional-derivative (PD) feedback
control which effectively provided active springs and
dampers at the joints. The active stiffness and
damping gains were chosen to be proportional to the
inertia of the link they control. At each time step,
the joint torques were determined as proportional to
the error between the actual joint motion and the
desired joint motion. The ground reactions were then
determined using the simplified dynamic model and the
equations of motion were integrated as discussed
above.

Simulations were performed in which the robot was
desired to walk at a constant speed along a
straight-line along a smooth horizontal surface. The
desired motions of the simulated robot’s joints were
determined based on metachronal (rear-to-front
stepping sequence) insect-like walking gaits. The
results showed that each pair of legs displayed a
unique insect-like ground reaction force pattern.

1II. Design and Construction of a Hexapod Rabot

The robot and controller system consists of a
personal computer, 18 motor controller circuits
contained in a motor controller box, and the robot
itself. The computer is connected to the motor
controller box with a digital bus, which in turn is
connected to the robot by an electrical tether.

The robot, shown in Fig. 1, has a mass of about 5
kg, and is about 50 cm long, 30cm high, and 36cm wide
with its legs retracted. The length of an extended
leg is about 50cm, and the foot-to-foot distance of
opposite, extended legs is about 1.lm. [Each leg has
three segments, a coxa, a femur, and a tibia, as they
are referred to in the insect. The coxa is connected
to the body via a revolute joint with its axis
perpendicular to the plane of the body {joint 1). The
femur attaches to the coxa with a revolute joint with
its axis parallel to the body plane (joint 2). Also,
the revolute joint connecting the femur and tibia is
parallel to the plane of the body (joint 3). Thus,
there are three active {motor-driven) joints per leg.
In addition, the tibia has a spring loaded linear
bearing so that it may compress passively in the axial §

Fig. 1. Photograph of the robot.



direction, thus adding a fourth, passive degree of
freedom to each leg. The purpose of this
degree-of-freedom is to mechanically store energy to
augment the actuators, and to reduce impact forces
which are generated when a foot contacts the ground.
R. McN. Alexander emphasizes the importance of elastic
elements in the locomotion of animals, and encourages
their application in robotics. We have attempted to
incorporate springs in our robot to gain some of the
advantages enjoyed by animals.

The robot is constructed mostly of aircraft
plywood and balsa wood to minimize mass and inertia.
The femurs, which are mostly balsa, are coated with
mylar to increase surface toughness. The long,
slender section of the tibia is aluminum tube with a
rubber tip for a foot. Joint components are mostly
aluminum because they are subjected to relatively high
stresses. However, the axles for the hip’s vertical
axis are stainless steel. The attachment between this
axle and the body is reinforced with carbon and kevlar
fibers. All the joints are supported by ball
bearings.

Each of the 18 active joints is driven with a 6
Watt DC motor with an attached planetary transmission.
The motors are located near the hip to reduce the

inertia of the leg. Joint positions are sensed with
potentiometers, and the axial load in each tibia is
sensed by a pair of semiconductor strain gages.

To supply an input to the motor, there are
digital circuits which make wuse of pulse-width
modulation to control the motor output. The motor
controller circuit contains an EPROM so that the
control law may be easily modified. Each circuit
contains two analog to digital converters. One of
these directly converts an analog signal, and this is
used for the position feedback. The other one is
coupled to a 10x gain to amplify the input voltage
before it is converted to digital. This channel was
designed for use with the semiconductor strain gages
measuring the axial force in the tibia. Also, the
joint torque may be estimated by monitoring the output
of the motor controller circuits.

IV. Modifications to the Previous Simulation

The net transmission efficiency under the typical
operating conditions of the robot was measured to be
about 40%. This relatively poor performance is due to
the large torques that they transmit to lift the body.
Clearly the transmission efficiency plays a major role
in the system, contributing to large power losses and
reducing backdrivability. Therefore, an adequate
simulation of the robot must include a transmission
model which reflects this.

Transmission efficiency is related to the load
dependent, Coulomb frictional force that results as
gear teeth slide upon one another. In developing a
transmission model of this phenomenon the difficult
problem of modeling a statically indeterminate system
is encountered. For example, in the simplest model
that includes transmission efficiency, the motor
output is multiplied by the efficiency when the motor
is doing positive work (driving the joint) and divided
by the efficiency when the motor is doing negative
work (being backdriven by the joint). In this model a
discontinuity occurs when the motor speed changes
direction. In fact, the joint torque suddenly changes
by a factor of about 5 with 40% transmission
efficiency when the speed changes sign. Thus, there
is a great potential for instability in this most
simple model because of this discontinuity in torque.

Because of the complexity of implementing a truly
rigorous transmission model, the simplified model
shown in Fig. 2 was developed to represent the
frictional characteristics of the transmission. The

F — ZZ
Coulomb
m, VNV : Friction
7
= k
Z—D e o
=
- ¢ i
Figure 2. Schematic of motor and transmission model.
m, represents the inertia of the joint. F is the
motor torque. c is a viscous damping constant

measured from the motor torque/speed characteristics
and k is a stiffness constant. The block on the
right is modeled with no inertia and slides on a rough
surface subject to Coulomb friction. The maximum
magnitude of the Coulomb friction is a function of the
motor torque.

purpose of this model is to smooth the above noted
discontinuity yet maintain simplicity to permit a
straightforward implementation. To account for the
torque loss due to transmission inefficiency, a
massless auxiliary body was envisioned as added to
each joint. This body is coupled to the motion of the
joint via a stiff spring. Since the body is massless,
the force in the spring is determined only by the
frictional force between the body and ground (the
stationary side of the joint). The maximum frictional
force is limited by the torque output and direction of
motion of the motor. Depending upon the sign of the
work performed by the motor, the transmission output
is described as follows:

T =T + T (1)
out mot loss

where, when the motor is doing positive work, the
torque loss is

=t (e-1) 2)
loss mot
and when the motor is doing negative work, the torque
loss is i
T =T [— -1 ] (3)
loss mot e

where T , e and T are the motor torque (the
mot loss

output of the motor multiplied by the transmission
ratio), transmission efficiency and torque loss in the
transmission due to inefficiency, respectively.

The magnitude of the torque that the spring can
apply to the joint is limited to the magnitude of the
frictional loss in the transmission by adjusting the
position of the auxiliary body. Care is taken not to
change the direction of the spring compression when
the body slips, as this also would cause a relatively
large discontinuity. When the spring is compressed
and the auxiliary body is moving with the joint in one
direction, then the inefficiency is being modeled
accurately. If the velocity then reverses, the spring
will decompress as the joint begins to move in the
other direction. Eventually, it stretches, and, when
the tension in the spring reaches the limit, the
auxiliary body begins to slide and accurately model
transmission inefficiency again.

This model of transmission inefficiency works
best on joints which undergo relatively large motions
instead of joints which have high load and maintain
nearly constant position over time. The reason is
that the spring may store some energy and actually
help the motor when the real frictional force would
hinder the motor. This effect is minimized by using a
stiff spring. However, as the stiffness approaches
infinity, the output torque approaches the
discontinuity  discussed above and instability is
imminent. We can determine which joints are
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effectively modeled by this method from the joint
torque, motor torque, and joint velocity data, and
interpret the results accordingly. The model may be
more useful on undulating terrain than on perfectly
flat terrain because the joints will tend to undergo
larger motions in this case.

The inertias of the motor rotors were neglected.
The reflected value of the rotor inertia is about 40%
less than the inertia of the lightest leg segment, the
tibia. The loads on this joint when the leg is in the
air are very low, and are not of considerable
interest.

New graphical output was added to the simulation,
along with new code to play back the graphical data
files in real time. The previous simulation contained
graphic capability, but it was not compatible with the
present machine that is running the simulation. The
graphical output is of great value in quickly
evaluating whether the simulation output is realistic
or not, and how natural it appears.

V. _Review of Previous Locomotion Controller
As a first step at using a biologically-inspired

controller for the locomotion of the simulated
hexapod, a generalization of a previous
biologically~inspired controller was used. Befare

describing the modifications, we wijll first review the
operation of the previous controller.

Cruse reviewed three of the mechanisms thought to
be responsible for the leg coordination of the stick

insect. Dean further describes these mechanisms and
shows excellent results for generating insect-like
gaits for 2 2s7traight—line locomotion in  kinematic
simulations. ™’ In this model of coordination, the

insect leg moves between two positions, the Posterior
Extreme Position (PEP), and the Anterior Extreme
Position (AEP), which are both scalars measured in the
body reference frame, where positive is defined as
forward. When the leg supports the body and propels
the body forward, the foot approaches the PEP. When
it reaches the PEP, the foot lifts and moves forward
toward the AEP. When it reaches the AEP, the foot is
planted and the leg begins to propel the body again.
The coordinating influences shift the PEP and AEP from
their intrinsic positions, iPEP and iAEP,
respectively, and thus phase-shift the stepping cycle
of the legs to coordinate them.

Three of these mechanisms were previously applied
to the task of straight-line locomotion on a flat
surface for a twelve degree of freedom hexapod
robot. In this implementation, the coordination
mechanisms used only effect the PEP. The mechanisms
work to adjust the PEP’s in the following way:

1. Each leg produces mechanism outputs unique to
that leg. Three mechanisms were used, so there are
three mechanism outputs for each leg. The mechanism
outputs are plotted in the top three graphs of Fig. 3.
These outputs are a function of time and the foot
position. The foot position is shown in the lower
graph of the same figure.

2. An influence is a dedicated channel through
which one mechanism of one particular leg (sending
leg) can affect the PEP of another leg (receiving
leg). Note that the terms ‘“sending leg" and
"receiving leg" are relative only to the influence
being discussed. Each influence consists of a weight
times the output of the specified mechanism of the
sending leg. There is a total of 26 influences in our
implementation, all of which have positive weights.
Figure 4 illustrates these influences. Each arrow is
an individual influence, and the number in the arrow
indicates the mechanism that the influence weight
multiplies.

3. For each leg, the PEP is adjusted from the
iPEP position by an amount equal to the sum of all
influences converging on that leg. Notice in Fig. 3
that the position of the foot decreases until it
intersects the PEP trace, then it begins to increase.
Note, however, that the PEP is adjusted based on
influences from mechanism outputs of other legs, not
from the mechanism outputs shown in the same figure.
The AEP, which is not shown, is a constant, and that
is why the position trace always peaks at the same
level.

The result of applying this control strategy to
the previous robot was a continuous range of
statically-stable insect-like gaits, from the slow,
metachronal wave (back-middle-front stepping sequence)
to the relatively fast tripod gait (middle leg on one

Mechanlsm 1

S L L L
g
4 5 6 7 8
Mechanism 2
0 I [
4 5 6 7 8
Mechanism 3
g -
1 1
a8 L—
4 5 6 7 8
0.05 Nn
0 g ! A
1 Ji |
e 4
£ .0051 |
b3 '7’1
ol |
A

-0.15

Timae (seconds)

Fig. 3. lLeg coordination mechanisms.

Front
LF % RF
71 T
123 123
Hi 1L
LM |S 2 RM

—_———>
—_—N )
W | —w—

L

€

Figure 4. Influences. Each box indicates a leg. L, R,
F, M, and B, denote left, right, front, middle, and
back, respectively. Each influence is shown by an
arrow. The number in the arrow indicates the
mechanism to which the influence is proportional.



side of the body steps in unison with the front and
back legs on the other side, while each left leg steps
in antiphase with the corresponding right leg). There
was a single scalar input governing the speed of
locomotion, but the resulting gait was produced by the
dynamic interaction within the controller and was not
pre-programmed. The controller was found to be robust
in the sense that it was insensitive to changes in
most parameters.

VI. Modifications to the Controller

The new strategy generalizes these rules to
locomotion on a plane. The inputs to the controller
are forward body velocity, lateral body velocity, and
angular rate of body rotation about the vertical axis
(yaw rate). The modified controller generates the
same range of gaits for forward locomotion, but with
the additional ability to "crab" laterally and yaw.

These rules were generalized with the creation of
a l-dimensional variable which is a measurement of the
displacement of the current desired foot position from
the center of the leg's workspace (home position), in
the direction opposite the current foot motion
relative to the body. This distance is computed by

X oV
~fh ~d

X=_—]X—d[— (4)

is the vector from the home position to the

where x
~fh
current desired foot position, and \” is the current

desired velocity of the foot relative to the body.
The variable x corresponds to the position trace in
the lower graph of Fig. 3, and is used to compute new
mechanism outputs for each leg, then compared to the
PEP and the AEP to determine whether the leg should
change states (from power to return stroke or
vice-versa).

When the leg is in the power stroke, the desired
velocity v, is computed at each time step. During the

return stroke, however, v, is not calculated. When

the leg transitions from power to return stroke, a

desired velocity vdup is computed such that the leg

will remain up for a fixed time, and during this time
the desired position will move from its present

location to where a vector in the direction of v,

starting at the home position would intersect a circle
of radius AEP centered about the home position. Thus,
if the desired body motion reverses while a leg is in
the return stroke, then it continues its present
course until it switches to power stroke, at which
time it may begin a new return stroke in the
appropriate direction. This approach simplifies the
return stroke.

The desired velocity Vs of the foot relative to

the body is computed from the desired forward,
lateral, and yaw rates of the body in combination with
the current desired foot position. Thus, the feet can
each have a different desired foot velocity.

The desired vertical coordinate of the foot
relative to the body is adjusted based on whether the
leg is in the return or power stroke. If the leg is
in the return stroke, the desired vertical component
is incremented a fixed amount per time step until it
reaches the desired maximum, and if the leg is in the
power stroke, the desired vertical component is
decremented until it reaches the desired minimum.

VII. Numerical Results

The masses, inertias and link length parameters
in the simulation were set to correspond to those of
the robot. By experimentation we approximated the
effective stiffnesses of the robot's joints. For the
simulation, we chose the gains for the proportional
controller so that the effective stiffnesses of the
joints of the simulated robot closely matched those of
the robot.

In the previous dynamic simulation, PD control
was used.”’ The motor model, however, includes
viscous damping due to the back emf generated by the
motor. Therefore, in the simulation results presented
here, we used proportional control only. The motors
provide sufficient damping to maintain stability.
This was also found to be true for the robot. In the
insect, it appears that viscous forces are
significant, based on preliminary results from.

The midrange, no-load configuration of the
simulated robot is such that the femurs are extended
laterally and inclined approximately 45 degrees from

the horizontal and the tibias are vertical. Figure 5
shows the graphical output which was added to the
previous simulation. The simulated robot is shown as
a stick-figure casting a shadow on the plane below it.
Note that the simulated robot is under load and
walking and, thus, the joints are deflected.

The generalized control scheme described above
was interfaced with the modified dynamic model of the
robot. The simulated robot successfully walks on a
smooth level surface in a continuum of statically
stable gaits in response to three inputs: forward
velocity, lateral velocity and yaw rate. The general
body motion and performance are similar to that of the
robot based on our preliminary experimental results.
In the simulations, the controller typically causes
the simulated robot to settle into a regular gait in
just a few steps.

Footfall data illustrating the range of gaits is
presented in Fig. 6. Each leg has a trace which is
plotted against time, and the trace is only visible
when the leg is in the return stroke. These footfall
patterns illustrate two features of this controller:
The range of gaits that it can produce and the speed
with which it settles into these gaits. The top
portion of the figure shows the tripod gait and the
lower portion shows a slower metachronal wave gait.
The middle plot is a medium speed gait. Figure 7
shows the body roll and pitch during the tripod gait
shown in Fig. 6.

Because the particular influences chosen were
based on forward walking of the stick insect, during
sideways or even backwards stepping the gait is still
a back-middle-front metachronal wave. In future work
we may adjust these influences based on the desired
direction of motion. We would like to emphasize that
the sideways and backwards gaits are statically
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stable, but not necessarily insect-like nor optimal
for static stability. The controller does sometimes
try to lift two adjacent legs when the inputs are
changed quickly, but it does adequately maintain
static stability when the input is changed gradually,
and allows for a wide range of walking behavior.

Figure 8 displays the ground reaction forces for
the three left legs while the simulated robot walks in
the medium speed gait shown in Fig. 6. In these
figures, the X direction is forward, Y points to the
left, and Z is upward relative to the body. Note that
while the simulated robot is walking at a steady
average speed, the front legs tend to decelerate the
body, the rear legs tend to accelerate the body, and
the middle legs first decelerate then accelerate the
body during their respective drive phases. The
lateral (Y) forces are directed toward the body for

all legs. Similar force patterns have been observed
for insect locomotion.” The previous simulation, in
which PD control was used, also exhibited this

insect-like force pattern. However, the effect in

the X direction was more pronounced than in this
modified simulation. Figure 9 shows the ground
reaction forces in the X direction for the left rear
leg using a transmission efficiency of 407 and 100%.
This effect is more pronounced in the 1007 efficiency
case. We conclude from this that Coulomb friction is
responsible for this difference.

Figure 10 shows the position versus time for
joint 2 (front to back swing) of the left middle leg,
which corresponds to the medium speed gait shown in
Fig. 6. The function of the transmission model (see
Fig. 2) is illustrated in Fig. 11 which shows motor
torque (multiplied by transmission ratio) and total
joint torque vs. time for joint 2 (front to back
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swing) for the left middle leg. Note that when the
leg is in the recovery stroke the motor is doing
positive work and its torque is higher than the joint
torque. In the first half of the power stroke, the
motor does negative work (slows the body), and in the
second half it does positive work (propels the body).
Notice that the magnitude of the motor torque is less
than the joint torque during the negative work phase
(when torque is negative in this case) and greater
than the joint torque when the work is positive
(positive torque in this case) as one would expect
from transmission inefficiency.

VIII. Summary
The design and construction of a small 18 degree

of freedom robot is described. The robot is designed
to walk on rough terrain. We modified a previous
simulation of an 18 degree of freedom hexapod to
increase its utility for the task of design and
modeling of a hexapod robot. The most significant
modifications were to add modeis of the motor driver

circuit, motor, and transmission, including a
simplified model of transmission inefficiency. A
previously  designed biologically-inspired  locomotion
controller, which originally produced straight-line

forward locomotion on a flat surface, was generalized
to produce lateral and turning motion. This
generalized control scheme was interfaced with the
modified dynamic model of the robot. The simulated
robot successfully walks on a smooth level surface in
a contihuum of statically stable gaits in response to
three inputs: forward velocity, lateral velocity and
yaw rate. The general body motion and performance are
similar to that of the robot based on our preliminary
experimental results. In the simulations, the
controller typically causes the simulated robot to
settle into a regular gait in just a few steps. The
ground reaction forces generated by the locomotion
share significant features with force data on insect
locomotion.
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ABSTRACT

ODYSSELUS is an autonomous walking robot, which
makes use of three wheels and three legs for its movements
in the free navigation space. More specifically, it makes use
of its autonomous wheels to move around in an environment
where the surface is smooth and not uneven. However, in
the case that there are small height obstacles, stairs, or
small height unevenness in the navigation environment, the
robot makes use of both wheels and legs to travel efficiently.
In this paper we present the detailed hardware design and
the simulated behavior of the extended leg/arm part of the
robot, since it plays a very significant role in the robot
actions (movements, selection of objects, etc.). In particular,
the leg/arm consists of three major parts: The first part is
a pipe attached to the robot base with a flexible 3-D joint.
This pipe has a rotated bar as an extended part, which
terminates in a 3-D flexible joint. The second part of the
leg/arm is also a pipe similar to the first. The extended bar
of the second part ends at a 2-D joint. The last part of the
leg/arm is a clip-hand. It is used for selecting several small
weight and size objects, and when it is in a "closed” mode,
it is used as a supporting part of the robot leg. The entire
leg/arm part is controlled and synchronized by a
microcontroller (68CHI11) attached to the robot base.

Keywords: Autonomous Walking-Wheeled Robots; Robot
Design; Robot Leg/Arm;

This work is a part of the ODYSSEUS research project
(FRG grant 1992-93).

1. INTRODUCTION

The study of autonomous walking robots (AWR) is
a very attractive area of research and human challenge,
since AWRs provide a better mobility in terrains with
irregularities than wheeled robots. In particular, in
buildings with many floors and stairs, with no access to
elevators (in case of fire or earthquake), or floors with
surfaces of different levels, wheeled robots are almost
useless beyond a one-level surface. Moreover, if for some
reason there is a blocked corridor, (e.g. because of a low
height obstacle dropped accidently), a wheeled robot has to
return to look for another open corridor in order to reach
the destination point. On the other hand, on floors with no
irregularities wheeled robots (so far) move faster than
walking robots and the control of their motion is simpler
than walking ones.

Copyright © 1993 A_merican Institute of Aeronautics and
Astronautics, Inc. All rights reserved.

A variety of AWRSs have been designed, constructed
or proposed to fulfill either new challenging ideas or
application needs [1-8]. In particular, the NOMAD walking
robot was constructed by undergraduate students for
participation in a walking robots competition [1]. It consists
of two triangular platforms, where each platform carries
three legs located at the triangle’s corners. Nomad walks by
rotating around its legs. This design presents difficulties,
however, such as instability on uneven terrains. The
AMBLER walking robot is under development for the
exploration of the planet Mars [2]. It uses six legs, three
from each robot side. The robot will move by rotating the
legs and follows a direction within an angle of 30 degrees.
The robot's size is very large, with each leg having a height
of seven meters. It has the ability to step over objects three
feet high. This robot project, however, stopped due to the
infeasibility of transferring a large and very heavy structure
with teday's space capabilities. Another walking robot is
MRSR [3]. It was developed for the Mars space project and
uses two platforms. The square platform holds four legs at
its corners, and the triangular platform carries three legs at
its own corners. The triangular platform surrounds the
square one. It walks by moving triangular platform ahead
and when it is stable the square platform follows by rolling
on a common rail bar. It is a stable robot with the
capability to walk on uneven terrain. A small walking robot
with six legs was constructed by Brooks to study the
integration of a complex robot machine within a large
number of sensory inputs [4]. The robot uses six legs (three
on each side) and is about 35 cm long. Each leg is rigid and
is attached at a shoulder joint with two degree of rotation
freedom, driven by two orthogonally mounted model
airplane position controllable servo motors. Due to the small
size of this robot it can be used as a tool for the study of
microrobotics [9].

Since the walking robot research field is "open’ with
unsolved problems and new challenging ideas, a new hybrid
(wheeled/legged) robot, called ODYSSEUS, is presented
[10,11]. It uses a triangular platform on which three
autonomous-extended wheels are attached at its corners,
while three legs/arms are located at the middle of each
triangle side. Note the first version (wheeled) of ODYSSEUS
was constructed by accommodating the study and design of
distributed sensory input data (sonar, vision) for the
extraction and abstract modeling of the navigation space
[10,12,13], and other important navigation issues.

29



In this paper the structural design and the first stage
feasibility simulation of the leg/arm of ODYSSEUS are
presented. A brief description of the main features of
ODYSSEUS is given firstly. The design section includes the
detailed description of the leg/arm parts (joints, motors,
shoulder, elbow and hand). The functional section includes
the operation of each part and the conditions under which
these part function. The last section provides a simple
simulation of the leg/arm global operation.

2. ODYSSEUS ROBOT

In this section the main structural and operational
features of the autonomous mobile robot, called ODYSSEUS
are presented briefly.

2.1 STRUCTURAL DESIGN
2.1.1 Triangular Base

The choice of the base configuration was determined
by the robot's primary objective of being capable of
climbing stairs. Additionally, it was desired that the robot
to have accessibility to as large an area as possible. After
a careful consideration it was concluded that the triangular
base (Figure 1) would best meet our objectives. Unlike a

circular base, the triangular base can reach a corner in a
room.

Attached to the base are the legs, arms, power
supply, navigation system, and control units. Underneath
the base, in the center, a battery is attached. The battery
is the power supply of the robot. At the robot's base
corners, autonomous, programmable legs/wheels are
connected to a rail system. Three legs/arms will also be
attached appropriately to the middle of the base's sides,
Figure 2. On the top of the base are the navigation systems,

the main processor and slave processors.
Vision Camera Laser Scanaer

Digital Compass

Extended Leg/Arm / /
\ y 5 . Multiprocessor Controller
S /{exagonal Sonar System

-~
Robot’'s Base

Figure 1: The ODYSSEUS Robot.

Figure 2: a) Robot's top view. b) Robot's bottom-up view

2.1.2 Navigation System

By using a digital compass the robot has the ability
to orient itself in an environment. The compass utilizes
three magnetic sensors to produce a digital readout of the
robot heading. A laser sensor is used to measure the
distance from various objects. The distance from the
objects is combined with the view from a camera to provide
a three dimensional image of the space [14]. This image
assists the robot in its planning strategy.

2.1.3 Extended Autonomous Leg/Wheel

The extended wheel consists of- three main parts.
The first part, called the basic-pipe, is attached underneath
the robot's base to a rail-line. The rail-line starts from the
corner of the base and ends at a distance dr 2 ww + sw,
where "ww" represents the maximum diameter of the wheel
and "sw" is a safety factor. Inside the basic-pipe is the
second part, called the extended-pipe. This feature allows
the leg/wheel to be extended or shortened. At the other end
of the extended-pipe, the third part, a wheel, is attached.
Four holes in the wheel are used in the calculation of
distance traveled and velocity of the robot. The wheel also
has the capability of rotating. Determination of rotation
angle is calculated by the main processor.

2.1.4 Extended Autonomous Arm/Leg

A detailed description of the leg/arm is provided in
this report. It has the capability of grabbing and moving an
object. Additionally it also has the capability of assisting
the legs when the robot is in the stair climbing routine [11].

2.1.5 Distributed Multi-microprocessor System

Since each robot part has its own associated
microprocessor, a multi-microprocessor distribution system
is formed. Each microprocessor (in particular a Motorola
68CHI11) controls and processes information related to that
robot part. A central master microprocessor is used to
establish communication with all the other microprocessors.
The master microprocessor will synchronize and optimize
the operation of the distributed microprocessor system.



Specifically, the main processor will receive processed
information from the associated microprocessors, combine
the information, and make the appropriate decisions for the
next robot action (movements, selection, rotation,
synchronization of the wheels, etc.). The master processor
shares common memories with each of the associated
Processors.

3. DESIGN OF THE EXTENDED LEG/ARM

The design specifications for the extended leg/arm
are explained in this section.

3.1 Brief Overview

A design of the entire arm is shown in Figure 3. It
basically contains six motors: two dual purpose motors
(labeled motor one and motor two), three elbow motors, one
at each joint, and one motor for the hand. Clearly the
elbow motor at the base is more powerful than the motor at
the hand. This design also includes two extension units that
are used during stair climbing programs. The bearing lock
system provide motors 1 and 2 the additional capabilities of
extending and twisting the arm.

32 Detailed Design of the Extended Leg/Arm

A primary concern in the design of the arm was how
to avoid the "Popeye syndrome”. If one can recall Popeye's
forearms were much larger than his upper arm. In this
deign we wanted to minimize the weight at the end of the
arm to limit excessive stress on the components. However,
the arm must still be able to support at least a third of the
robot body weight.

3.2.1. Joint Design and Operation

The elbow joint, shown in Figure 4, consists of a
motor inside of a shell. The shell has two parts; an inner
shell which is mounted to the motor and an outer shell
which is free to rotate about the center line of the motor.
On the outside of the elbow motor are two plate mounts
which can be used for additional sensory components in
future design revisions. The outer shell is attached to one
of these plates and the inner shell is attached to the other.
When the motor rotates, the rotating gears (which are fixed
in the motor) rotate, one in the opposite direction with
respect to the other. Both of these gears are connected to
a third cylindrical gear called the shell gear. The motor's
rotation causes the plate monnts to move in opposite
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rotational directions. A primary concern of this system is
the torque developed. This will depend on the motors used
and on the gear ratio of the motor gear to the cylindrical
shell gear. We will use this type of system for each elbow
location (i.e. shoulder, intermediate, and hand joints).
Obviously the hand will have the smaller and lighter system
compared to the shoulder.

3.2.2. Shaft Design and Operation

This section contains an explanation of the extension
units, the bearing lock systems, and motors one and two.
The extension units consist of four plates, six support rods
and one large threaded shaft. This unit is shown in Figures
S and 6. Plates 1 and 3 are secured to each other via
support rods. The same applies to plates 2 and 4.

The concept of this design is very simple. The
threaded shaft rotates while plates 2 (which is also
threaded) and 4 ride on this shaft. They extend or contract
depending upon the rotation of the threaded shaft.
Assuming that the screw will have a right hand thread, this
system will extend when the shaft is rotating counter
clockwise and will contract when the shaft is rotating
clockwise.

Plate 1 is a mount plate that will be mounted on the
gear box. The mount plate has three mount holes and one
large shaft hole that should be larger than the threaded
shaft. Plate four has the same purpose as plate 1. Plates 2
and 3 have the dual role of supplying support and being
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Figure 5: The extension unit

able to move. It is anticipated that all plates and shafts will
be constructed from 6061 Aluminum.

By using the isosceles plate and rod design instead of
the cylindrical shaft inside a shaft design we minimized the
weight of the unit. Our design should supply ample support
in all directions. Three support rods, instead of two, are
used to assure support when twisting torque is applied to
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Figure 6: The extension unit detail design

the extension unit. However, we sacrifice speed when we
use the screw style extension unit. The reason behind the
loss of speed is the steep screw pitch that is required to
support the weight.

The bearing lock system is probably the most
complex component of the arm. It can be observed in
Figure 7. Its purpose is to allow motors one and two to
operate to two degrees of motion. One, an extension motion
explained earlier in this section, and the second a twisting
motion explained later. Using one motor for two purposes
simply eliminates the need for another motor and reduces
the overall weight of the arm,
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Figure 7: Bearing lock system

The bearing lock system consists of a gearbox which
contains one shaft that goes to the extension unit and
another very short shaft that becomes part of the lock
system. The lock system consists of the two mount plates,
six shaft locks, three inner locks, and three outer locks.

The bearing lock that is shown as a cut away will be
mounted to the elbow motors at both the base and the
intermediate positions. Locking the outer locks will secure
the back plate and therefore the motor, gear box, and the
extension unit to the elbow motors. When this is done, the
inner lock should remain unlocked. This allows the motor
to be used for extension purposes. Locking the inner lock



and unlocking the outer locks will cause the small lock shaft
to be secured to the elbow motors. At this time, when
power is supplied to the motor, the motor gear box and
extension shaft rotate around the fixed lock shaft. This
supplies a twist to the components of the arm that are
beyond the bearing lock system. It should be noted that
this system does not give freedom of either the extension
operation or the twisting operation. The extension units will
be in motion at all times. However, this should not hinder
the arm’s performance significantly since the arm will
extend very little with any twist.

In addition the bearing lock system can also be used
for locking the extension unit. It is required that the
extension unit will be locked without twisting in order to
support a large amount of weight. This is accomplished by
simply locking both locks.

Several of the bearing lock faults should be noted.
Besides the difficulty in manufacturing the system, a
performance flaw exists. Each lock needs to locate a hole
in order to serve its purpose. Alignment of these locks may
become very difficult. Especially if the extension unit is
extended all the way and the lock's cannot be aligned with
the hole. In this case the extension unit would have to be
contracted in order to align the holes. This difficulty can
easily be corrected by having a alignment solution program
in the arm's microprocessor.

Another problem is with the locks. The ones initially
chosen were magnetic locks. However, their locking power
is in question. Also, when supporting a large portion of the
robot weight, unlocking may not be feasible. In future
design revisions a gear lock may be more suitable in
alleviating these two problems.

The final component of the arm is the hand. It can
be seen in Figure 8. Here again, simplicity is evident.
When the driver bolt moves on the threaded shaft, the
slotted rods ride on the fixed pins and force the fingers open
or closed.

The major problem with the hand is structurally it
is the weakest part of the arm yet is still needs to support
a large amount of weight. Therefore, a different material
(i.e. stainless steel) will be used for the hand.

Grabbing strength of the hand depends on the torque
of the motor, the pitch of the screw threads, and grabbing
method design. Since the motor of the hand will be the
smallest one on the arm, it will not have the same strength
as the other motors. A steep thread pitch is needed to
assure grabbing strength.

4. FUNCTIONAL DESCRIPTION OF THE EXTENDED
LEG/ARM

This section provides a macroscopic view of the arm
design as it applies to the two major functions of the arm:
grabbing and assisting the robot in climbing stairs.
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Figure 8: The hand

4.1 Extended Arm/Leg Functional Parameters

It is required, during stair climbing, that the arm
design be capable of lifting the Odysseus robot upward
approximately one foot. Since there will be three arms on
the robot, two of these will be used at any time for the
lifting operation. The Odysseus robot is expected to weigh
150 pounds in the worst case. During the lifting operation
about 1/3 of the robots weight will be supported by the hind
leg. This requires the use of motors one and two during
this movement.

During the time that the arm is used to simply grab
and lift objects, all components of the arm are utilized
during this simple operation. Several limitations exist
during the arm grabbing operation. The designed arm can
contract to 35 inches and extend to 47 inches when straight.
It can grab as wide as your average soda can. Since the
shoulder only has one degree of freedom, this limits its
grabbing reach. From any one side of the base of the robot
the arm has the capability of reaching as far out as the
lower portion of the arm allows. This translates into a 27.5
inch reach with a 360 degree swing around the shoulder
axis, as seen in Figure 9.
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Figure 9: The rotational views of the leg/arm

4.2 Operational Conditions

The only operational procedure of the arm that we
will discuss is the one needed for climbing stairs. It is
required that an arm support 1/3 of the robot's weight
during this procedure. To do so, the arm will be in a
straight down position (see Figure 9). The shoulder angle
B must be in the 180° position (provided that the straight up
vertical position is defined as the 0° position). The elbow
joint must be in the 90° position as well as the hand joint.
The hand must be fully closed and both extension units
must be extended to the necessary length and locked at that
length. Angles © , and O , are not important because they
rotate axially and do not affect the length. Therefore, the
inner locks of both bearing lock systems should be unlocked
until the desired extension length is achieved. At that peint
both the inner and outer locks will be locked.

When the arm is functioning as an arm, and not a
supporter, the angles, extensions, and lock positions will
vary depending on the situation. We will not cover that
situation in this paper.

4.3 Micro—controller Operation and Interface with Arm/Leg
Components

In order to perform a micro-controller operation and
interface with the arm/leg parts, a major concern is the
maximum degree of rotation of the shoulder(B), the
elbow(a), the wrist(gamma), and the twisting of the upper
and lower arm extension (@ ; and © ;). From the arm
design shown in Figure 11, it can be seen that the maximum
degrees of rotation are as follows:

B = 360°

a = 300°
Gamma = 180°
0 ,=360°

0, = 360°

This section contains the basic design of a
position/rotation sensing system. The peosition/rotation
information will be processed by the microprocessor to aid
in the control of the arm. This system will use a series of
simple optical sensors, magnetic sensors, and digital logic.

The arm is designed such that each joint and
extension will contain a motor to control its degree of
rotation. Note that 12 VoIt motors will be used. Since a
high supply of amperage is required a H-bridge, consisting
of four power transistors, is used to supply power and
control the motors.

Two bits are use to control the rotation of the motor.
A digital 10 combination represents forward rotation and a
01 allows backward rotation. Using 00 halts the motor, To
prevent the power transistors from burning out 11 should
never be used.

Position sensing logic that is needed to control the
twisting action is defined by the lock configurations of the
bearing lock system. These locks will have a digital
readings of (1) locked and (0) for unlocked. It was
previously stated that for the twisting motion to occur, the
inner lock must be locked and the outer lock must be
unlocked. The slave processor must register this for the
motion to occur. Another input that is needed for position
sensing of the twist is the motor's direction. If the motor
rotates in a forward direction, the arm will twist clockwise
and vice versa if it indicates a backward motion. The
degree of twist can be measured by the number of rotations
of the motor shaft as detected by a rotational counter that
is mounted on the motor shaft. This counter has the ability
to detect fractions of turns. The angle can be determined
by the gear ratio of the motor gear to the lock shaft of the
bearing lock system. For example, if the gear ratio of the
motor gear to the lock shaft is n:m, than the angle of
rotation (a) of n with respect to m is:

a = [360(n/m)]*[# of revolutions of n] (1)

The upper and lower extensions must also contain
length controllers. The motor's rotational counter can be
used for this. It was stated previously in section three that
the extension units will always be functioning whenever the
motor is turning. For every rotation of the motor shaft, the
extension shaft rotates a fraction of a revolution dependent
on the gear ratio. For every rotational motion of the
extension shaft, the extension unit extends or contracts some
distance depending on the thread pitch. Therefore if the
gear ratio, the motor's rotational direction, and thread pitch
are known, determination of the extension unit's position is
calculated by:

Ext. unit dist. =
f turns of thrud] Q@)
motor gear| pitch

Equation 2 gives the distance traveled by the extension unit
for a certain number of rotations of the motor shaft.
However, nothing is said about the original position of the
unit. By using the microprocessor logic this problem can be
resolved. By calibrating the logic to use the fully contracted
shaft as the relative starting point, then all other positions
can be calculated by using the equation above.

Position control of the hand is determined by an
optical sensor. One optical sensor placed at both
extremities of the drive is sufficient. To trigger the sensors
the drive nut must have a trigger lip. When the drive nut
is against the motor, the hand is closed and a (01) will be
sent to the slave processor. When the drive nut is all the
way forward, the hand is completely open and a (10) is sent
to the slave processor. Any positions between the two
extremes will register a (11).



5. FEASIBILITY SIMULATION

Mechanical feasibility was tested in simulation to
anticipate possible difficulties in construction. Starting from
a downward vertical (standing) home position, the arm is
programmed to transfer weight to the wheels, maneuver
into positions near an intended object, open and close the
hand, and return to home. The simulation plots arm
movement in the fourth quadrant of the x and y axes, where
point A represents the shoulder, B the first extension unit,
C the elbow, D the second extension unit, E the wrist, and
F and G the fingertips.

The open_hand and close_hand operations assume a
line running between points D and E as the center about
which the grasp angle ¢ is measured. The law of cosines is
employed to find the orientation of the DE vector with
respect to the origin, 6, as calculated in Equation 3 and
shown in Figure 10:

0 = acos((c?-a?-b?) /2ab) . (3)

Defining the distance from E to F or G as L1, the new F
and G coordinates for close_hand are then found as:

F.=G, =1L cos(®) +E,, (4)
and
F,=G, =1, sin(8) + E,, (5)

and for open_hand:

F, .
G SCALESYM200} = L, cos (B8 ¢ ) + E, (6)
X

and

F .
Gj SCALESYM200} = L, sin (0 ¢ ) + E, (7)

Figure 10: Open_hand and close_hand
angles.

Rotations about point A, executed as subroutines
swing_left and swing right, simply rotate all other points
about A as origin, as illustrated in Figure 11. Subroutines
swing up and swing_down similarly rotate all points distal
to point C as origin. The simulation will redraw the arm
when angles rotate or extensions along the AB and DE
vectors are user-specified. Safety checks are added to
ensure that workspace and robot geometry constraints are
not violated, but forces, weights, and frictions are not yet
taken into consideration. Coordinates of the sample
simulation shown in Figures 12 through 15 were based upon
the maximum possible extension of the arm in inches.

Figure 11: Swing_ left and swing_right
angles and lengths.
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Figure 12: Home
Position.
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Figure 17: Swing_left of 45 degrees.

Figure 14: Then a swing up of 45
degrees.

FPigure 15: And an open_hand of 45 degrees.

6. CONCLUSIONS

In this paper the structural design and the functional
modes of an extended leg/arm used by an autonomous
legged/wheeled robot (ODYSSEUS) have been presented.
The leg/arm part of the robot plays a very important role
by supporting the robot to step over obstacles and climb
stairs. The construction of the leg/arm is in progress at the
AAAI research lab. The authors wish to thank
all the undergraduate students for their work on the
ODYSSEUS robot.
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ABSTRACT

A model-based approach to identifying
and finding the orientation of non-overlapping
parts on a tray has been developed. The part
models contain both exact and fuzzy
descriptions of part features, and are stored in
an object-oriented database. Fuli
identification of the parts involves several
interacting tasks each of which is handled by a
distinct agent. Using fuzzy information stored
in the model allowed part features that were
essentially at the noise level to be extracted
and used for identification. This was done by
focusing attention on the portion of the part
where the feature must be found if the current
hypothesis of the part ID is correct. In going
from one set of parts to another the only thing
that needs to be changed is the database of
part models. This work is part of an effort in
developing a Yision Advisor System (VAS) that
combines agents and objected-oriented
databases.

INTRODUCTION

The bulkheads of Grumman aircraft,
including the E2C, are assembled using a
visually guided robot cell, called the Flexible
Assembly System (FAS). Parts are laid out on
a tray with the surface of the part that is to be
attached to the bulkhead against the tray.
Each part has a flange that is perpendicular to

the tray. The robot receives information about
the position and orientation of parts on the tray
from a 2-D vision system which looks directly
down on the tray, located about 6 feet away
from the cameras. This means that the
flanges that the vision system must locate are
viewed edge on. FAS uses the coordinates
supplied by the 2-D system to move a robot
arm to the designated pickup point on a part
which is always located on the flange. Once
the arm is in position, the part is picked up at
the pickup point. A 3-D camera with very
limited range is used to find the positional error
between a marker hole on the part and a
reference hole on the gripper. Correcting this
error allows the robot to determine the position
of the part on the gripper accurately for
placement on the bulkhead. After the part is
placed against the bulkhead, the robot rivets it
in place.

The Vision Advisory System (VAS)
reported in this paper concerns the
identification of parts and the location of their
flanges using tray images such as the one
shown in Fig. 1. Our goal is to make VAS an
autonomous visual recognition system where
the only change needed when the robot begins
work on a new part set is a database
describing the new parts. VAS is currently in
the evaluation stage. It runs on a Macintosh
2fx connected via NFS to a Sun computer
which runs the old 2-D vision system. Thus, it
operates on the existing FAS manufacturing
system, in parallel to the older, less-than-
satisfactory 2-D vision system. The current

Copyright ¢ 1993 by the Americun Institute of Aeronautics and Astronautics, Inc. All Rights reserved.
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Fig. 1. A Typical tray image in which the fiducial marks in the corners
were found and used to calibrate distance.

role of VAS is to provide "advice" regarding
part identification and flange location to the
existing system so a better decision can be
made with regard to where the part pickup

point is.

SYSTEM CONSTRAINTS

Although the parts never overlap or
even touch one another the problem being
addressed is made difficult by the similarity of
some parts. Often the only difference

between parts is the position of features on
the sides of the parts, such as bumps and
notches. These features can be viewed as
convex or concave imperfections in the
normally smooth and straight sides of the
parts. Since the relative positions of the
flange and the part's features are stored in a
database, finding a feature solve the flange
location task as well as the part ID task. The
previous 2-D vision system, built in the mid-
1980s, used a coarse shape description that
generally ignored these small features. In



fact, it is the inability of that system to deal
with small features that lead to the the
current upgrade.

Since the robot was already in
production when our task began, we were
constrained to use the components of the
existing system. As a result, the features
(i.e. bumps or notches) that can distinguish
parts or indicate the flange location are only
1-2 pixels in height or depth. Due to their
small size, the precise position and extent of
features on the parts cannot be determined.

In addition to the small features there
are two previously unused sources of
information that could simplify the solution to
the 2-D recognition problem, namely
shadows and context information. In cases
where there is a clear shadow, it is possible
to find the flange on a part even if it has no
features at all. However, due to
assymmetries in the lighting, shadows that
are reliable predictors of the flange in one
orientation cannot be seen at all in others.

Context information, i.e. the part
descriptions in the database and the history
of the current assembly session, can be used
to augment and simplify the recognition
process. For example, the knowledge of
what parts have already been removed from
the tray, can allow a part to be trivially
identified if all of the parts similar to it have
already been removed. The search for a
feature in a small region under the
assumption that some candidate model
corresponds to the true part is also an
example of the use of context information.

Since rule-based reasoning is
relatively expensive in terms of the time it
takes, the system avoids reasoning about
context when possible. In cases where a
sequence of inexpensive image operators
leads to unambiguous results, the system
does not do any additional reasoning.
However, when there is ambiguity the system
is able to reason about a part's ID or flange
location using context information or even to
decide that additional information must be
extracted from the tray image.

The goal of only switching the physical
descriptions of the parts making up the data
set is not possible unless the system has all

the image operators it will ever need. In
particular, it assumes that image operators
exist which allow any two features that can
be found on any part to be distinguished.
This is a not possible when you do not know
what the parts in future sets will look like. To
deal with this type of novelty the system must
be able to "learn” to descriminate the new
features from all existing features. In order to
meet these requirements the system we
propose must be able to do a limited amount
of planning, learning, and high level
representation.

D VISION A IT
BIN! EN -

ORIENTED DATABASES

Following Minsky's (15) Society of
Mind paradigm, researchers in a number of
fields have begun proposing agent
architectures. The emerging interest in
Distributed Al (14,11,10,18) and in distributed

control systems (3) has literally forced
researchers to look at agent architectures of
various types. However, researchers looking
at autonomous systems that have multiple
goals or drives and operate in several
domains have been equally drawn to agents
(1,2,3) | The solution to the FAS 2-D vision
problem discussed above requires an
autonomous system carrying several tasks
with several domains in which it must be
knowledgable (i.e. tray images, databases,
robot arm coordinates). This suggested that
the 2-D vision system could be naturally
implemented as an agent architecture with a
set of autonomous agents interacting with
each other and an object-oriented database.
In fact, the agent architecture chosen is a
simplified version of an architecture originally
developed for Automatic Target Recognition
tasks (6). In this paper, we describe the
building blocks being implemented to support
such an architecture. For example the
agents and the object-oriented database are
implemented in CLOS (LISP), while the basic
image operators are written in C. Note that
at present the agents we have implemented
do not have the full capability of the agents
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we envision, since the full support structure
for the agent architecture is still being
implemented.

Agents
The particular agent architecture used

was developed at Grumman (13), and is an
integration of the object-oriented
programming paradigm and expert systems.
Agents are both local experts and objects.
Two basic classes of agents are available in
the architecture: agents that manage a
behavior and agents that plan to satisfy a
goal or drive using a sequence of behaviors.
Since the concepts of behaviors and plans
play a central role in our approach and the
terms are used in such a wide variety of
ways, we provide the following list of
definitions.
« Behaviors are a triple of actions, i.e.
{activation, execution, termination} .
* Routines are control algorithms or a
sequence of mappings between sensations
that correspond to the execution portion of a
behavior.
« A domain is a set of similar environments
(ex. trays 1-5 of the FAS robot celi). In
general, domain is a set of environments that
is "sufficiently similar" to a prototype or a set
of examplars, where both the prototype and
the measure of similarity must be included in
the definition. A routine may have a domain
of validity associated with it.
- A landmark state is a description of the
relation between the robot and important
objects in the world.
+ A plan is triple of events {recognition of
start state, plan execution, recognition of goal
state}.
+ An intention is a sequence of mappings
between landmark states that correspond to
the execution portion of a plan.
« A plan domain is a set of similar situations
(ex. part in reach on any of trays 1-5 of the
FAS robot cell). Again a meaningful
definition requires a prototype or examplars,
and a measure of similarity must be included
in the definition.

The behavior-managing agents are
concerned with the moment to moment
interaction between an entity and its

environment, and the interpretation of
sensation. The behavior-managing agent
stores a set of routines plus information
about its domain of applicability. In
addition, it must be able to receive and store
information about starting and stopping
states from the planning agents with which it
communicates. It must be able to translate
these states into predictions about the
corresponding sensations which it will
actually detect. Behaviors have been
developed for finding part boundaries, long-
lines on the boundaries, and the bounding
rectangle; and for detecting bumps, dents,
and shadows. A behavior managing agent
for "bump detection in the middle of a part”
would decide when and where the search
should take place, as well as when the
search has succeeded and when it has
failed.

The planning agents are concerned
with "landmark states"” and how to move
between them. Each step in a plan must
correspond to the resulting state change that
occurs when a behavior is executed (12).
Planners are incapable of operating in "real-
time" since they do not have access to the
real world through sensations. However, they
may know what sequence of landmark states
they will pass through before they need to
stop planning. The planner stores a set of
intentions plus information about its planning
domain. In addition, it must be able to
receive and store information about the
current states from the planning agents with
which it communicates. It must be able to
compare these states with expected states to
determine if the plan is working. A planning
agent whose intention is to "locate flanges”,
would decide what combination of shadows
and features to use in finding the flange and
how to weight them. It would also send
activation and termination states to the
appropriate managing agent.

Agents combat the traditional
brittleness of expert systems, associated with
operating in too large a domain, by having
many task specific behavior-managing
agents that are competent in small domains
and much fewer planning agents that monitor
their applicability and performance. Like



other objects, agents can communicate by
passing messages and they also have
dedicated communication lines to other
agents. There are also communication lines
to the objects in the object-oriented
database.

The Object-Oriented Database

Model-based vision requires data
bases to store both models and various types
of information obtained from the actual
images. Most of researchers who have
looked at the image database problem have
advocated using object-oriented techniques
even when their specifications are
significantly different (8). The object-oriented
database utilized for VAS must store two
type of information, in addition to the
description of parts (in terms of sensation):
spatial relationship of parts on the tray over
time, and the plans that have successfully
been used to do the major tasks. We have
described elsewhere a high level
representation consisting of the grid map, a
graph of landmark states and a set of part
descriptions that can organize this type of

information (6). The grid map describes a
particular environment and the spatial
relationship of objects within it. In this case,
the environment is a tray and the the
relationships are among the parts, fiducial
marks, and clutter. The grid map is a bird's
eye view constructed from a set of scenes
that shows the relative positions of the
important objects, but little detail of their
internal structure. The graph of landmark
states describes the plans that are valid in a
given environment. The landmark graph is a
network of (state) objects as is a standard Al
semantic net (16). However, the nodes of
the landmark graph are connected to each
other by plans for moving between states,
rather than "ISA, PARTOF, or
PROPERTYOF" links. Note that not all state
nodes in the landmark graph involve
"physical landmarks", some nodes involve
temporary objects and are labelled as such.
These two maps capture the spatial
relationships and the plans learned for

moving around an environment, and have
most of the properties attributed to cognitive

maps in living animals (17,7).

Discrimnation Net

Discrimination nets are a simple Al
technique for classifying objects based on a
set of common properties with two or a small
number of values (4). The use of fuzzy
properties to describe parts makes it possible
to use a discrimination net to classify the part
models in a database. When parts with very
similar sizes and shapes must be identified, it
is important to keep all reasonable
candidates until a final discrimination is
made. The discrimination net does exactly
this. To use the discrimination net one would
make a list of the properties of an image-
object and run them through the net. Each
property is used to pick a direction in the net
until a leaf node is reached and a part ID is
returned. If a leaf node is not reached a
small number of candidates are returned.
The discrimination net actually consists of a
sequence of keys and linked lists. If the list
(SHORT MEDIUM ((BUMP .1) (NOTCH . 0)))
were submitted to the net, the relevant part of
which is illustrated in Fig. 2, then both pant
787 and 7101 would be returned. The
decision of which of these parts is being
examined would require looking at rough
feature position or the quantitative measures
of length or width. The issue of setting
model-based matching criteria is a difficult
problem in general (9), but our images have
simple backgrounds and good part
background separation which simplifies
things.
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MEDIUM
(length)
0 BUMP 1 BUMP
1 NOTCH 1NOTCH
ONOTCH ONOTCH
1181 792 7101 787

Fig. 2. A sample portion of a discrimination
net.

THE CURRENT SYSTEM

There are six major tasks for the 2-D
vision system, i.e. database completion, part
outlining, long-line finding, part ID, flange
location, and the sending of pickup
coordinates to the robot arm. These goals
each have a planning agent associated with
them. Together these agents through their
interactions carry the part ID and flange
location tasks that is the real purpose of the
2-D vision system. Overall processing is
initiated by the operator with a Lisp function
called "run-FAS" which takes a database of
part-models as an argument. The system
then runs till the following midnight when it
reports its results.

When the system first encounters a
new data set the database completion agent
is activated, it moves through each part
model and extracts fuzzy descriptions of the
length, width, and features. This information
is stored in appropriate slots of the part
models. The following is a typical part model
description from the database where the
slots in bold are automatically filled in by
database completion agent:

;. Part 715
(setq 715

(make-instance 'part-model
:model-name '715
:home-tray nil
:home-bank nil
:surface-list nil
:center-of-mass nil
:pant-length 23.20
:fuzzy-length nil
‘part-width 0.631
:len-wid-ratio nil
fuzzy-width nil
:bump-list '((0.0 .625 .128)

(6.757.39 .14)
(13.38 14.06 .14)
(20.63 21.49 .14))
:hook-list nil
:needle-list nil
:notch-list nil
tail-list nil
:easy-features nil
:grip nil
‘flange-height 0.638
:major-flange-bumps nil
:flange-shape 'L
:similar-part-list nil
-action-list nil
:action-code nil
:group *load-group™))

This agent then builds a discrimination net for
all parts in the data set and stores them in
the experiment data object. When the
database is complete, it sends a message
which activates the part outlining agent.

The part outlining agent then monitors
a working image directory to see if a tray
image has been captured. It takes a pair of
images to cover the entire tray. The basic
algorithm that the part outlining agent uses
consists of adaptive thresholding,
morphological smoothing, and a boundary
following procedure. The results of this
process are shown in Fig. 3. When the part
outlining agent completes its task it activates
the long-line finding agent.



Figure 4. The Long-lines Found for the Parts
(Color reversed for clearer graphic display.)

Fig. 3. Results of the Part Outlining Task #D(TRAY
TRAY-NAME _
All of the parts with which we have "Images:Shading:N_shortN.8bits"
IMAGE-OBJS

worked are long and thin. If parts that do not
have this general shape appear in the
database a new agent that finds their
bounding rectangle will have to be
developed. The long-line finding agent uses
a simplified Hough transform to find
candidate line segments in the outline that
may belong to the long lines. It then uses a
mean square error best fit line on the line
segments that are sufficiently similar. Fig. 4
shows the long-lines found for each pan, plus
the bounding rectangle for the long part on
the left. If the long-line agent completes its
task, it activates the part ID agent. Note that
all of the processing up to this point runs
automatically with only basic checks for
failure. All of the information is stored in a
data object called a tray. A partial listing of a
filled tray follows:

(#562=#D(IMAGE-OBJ
PART-NAME NIL
TRAY-NAME
"Images:Shading:N_shortN.8bits"
TRAY-COORD-CENTER (199 . 294)
PART-AXIS NIL
PART-LENGTH 252.906525
PART-WIDTH 19.008202
LEN-WID-RATIO NIL
TRAY-COORD-ANGLE 0.0
BUMP-COUNT 0
BUMP-LIST ((NIL NIL NIiL)
(NIL NIL NIL))
NOTCH-COUNT 4
NOTCH-LIST ((NIL (((312 . 287)
(313. 288)
1.7565943133390609))
(((89 . 286) (88 . 288)
3.1204771710092984)))
((((138 . 303) (129 . 303)
1.30427164452175))
NIL
(((125 . 303) (88 . 300)
4.814981468417682))))
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ZOOMABLE NIL
INSIDE-INTENSITY-AVE
((73.0 11.346012 1139)
(85.0 11.083988 910))
INSIDE-GRAD-AVE NIL
OUTSIDE-INTENSITY-AVE
((20.0 4.298134 769)
(26.0 11.714762 994))
LONGEST-LINES (#D(ANGLINE
ANGLE 0.00162448
LN-LENGTH 222.001331
Y-INTER NIL
END1 (312 . 285)
END2 (90 . 285)
GROUP NIL

)
#D(ANGLINE
ANGLE -0.0124623417
I N-LENGTH 187.010402

Y-INTER NIL
END1 (313 . 302)
END2 (126 . 304)
GROUP NIL

)
BOUNDING-RECT ((313 . 285)
(313 . 302)
(88 . 305)
(88 . 285)) ...

The basic approach taken by the part
ID agent is to use the fuzzy discrimination net
describing the gross characteristics of all the
parts in the current database. The part ID
agent takes the information about a part
which was found by outlining and long-line
finding agents and fills in the fuzzy slots for
its image part in the object-oriented

Figure 5: The Part IDs and the Flanges Found (Color reversed for clearer graphic display.)

database. The fuzzy information from the
part in the current tray image is turned into a
list and run through the discrimination net. A
short list of candidate parts is returned.

For example, consider getting the 1D

of a part centered at (252 . 320) on the tray.
It has no bumps nor notches and its length
5.15 (SHORT) and width 0.75 (FAT). The



candidates parts with the correct feature list
are:

((SHORT FAT ((BUMP . 0) (NOTCH . 0)) PART119)
(SHORT FAT ((BUMP . 0) (NOTCH . 0)) PART70)
(SHORT FAT ((BUMP . 0) (NOTCH . 0)) PART69)
(SHORT FAT ((BUMP . 0) (NOTCH . 0)) PARTS5)
(SHORT FAT ((BUMP . 0) (NOTCH . 0)) PARTA49)
(SHORT FAT ((BUMP . 0) (NOTCH . 0)) PART59)
(SHORT FAT {(BUMP . 0) (NOTCH . 0)) PART82)
(SHORT FAT ((BUMP . 0) (NOTCH . 0)) PART81))

The candidates for the object are reduced to
PART55, PART70, and PARTS9. If a definite
ID cannot be made based on differences in
the length and width, then small features are
sought in particular places. Finally, the
presence of IDed image parts activates the
flange finding agent.

Initially, the flange finding agent
ignores the image part IDs and executes a
shadow finding routine. By setting the
criterion for finding a shadow high we can
force all classifications to be correct or
unkown. If shadowing does not yield an
answer then small features are sought where
they should be based on the part ID. Fig. 5
shows the final IDs and flanges found. All
IDs are correct and five of seven flanges
were found correctly. In the two cases where
the flange was not located correctly, i.e. 749
and 792, VAS reported that it could not find
the flange rather than making an error. Note
that neither part had features, and that
human observers were also unable to locate
those flanges. Of the five flanges found, 743
was located based on its shadow, while the
other four were located based on finding
features.

Each of these agents have
contingency plans that are implemented
when basic algorithms fail in particular ways.
For example, if the part 1Der does not come
up with a unique ID, it will send a request to
the database to give it the lengths, widths
and the approximate location of the features
on each of its candidate models. Agents also
communicate indirectly with each other
through the tray and image-objects. Since
everything of use to any of the other agents
is recorded on these objects, agents do not

need to know which agent calculated a piece
of information in order to use it. Thus, an
agent will always check the database to see
if a piece of information that it needs is
available before it tries to extract it directly, or
sends a request to another agent.

Controlling the communication among agents
is one of the major challenges of agent
architectures, and is still being studied for
VAS.

CONCLUSIONS

A model-based approach which uses
fuzzy descriptions of part features for
classification and an object-oriented
database of parts has been developed. A
variety of image processing techniques have
been combined to find the information
needed to do identifcation and flange
location, i.e. length, width, small bumps and
dents, and shadows on the parts. It was
possible to decompose the overall task into a
set of modular tasks that interact and fail in
specific ways. An agent architecture has
been developed that takes advantage of the
modularity in this multi-task and multi-
environment domain. The success of a
vision architecture initially developed for a
wholely different application, i.e. automatic
target recognition give us hope that the agent
approach to autonomous vision problems is a
general one.

One final point is that with better
cameras and lighting many of the problems
that proved very stuborn in VAS would never
have come up. However, good design is
hard to do when the scope of the problems
the system will face are not known in
advance.
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Abstract

This paper presents the first phase results of a
collaborative effort between university researchers and a
flexible assembly systems integrator to implement a
comprehensive modular approach to flexible assembly
automation. This approach, named MARAS (Modular
Automated Reconfigurable Assembly System), has been
structured to support multiple levels of modularity in
terms of both physical components and system control
functions.

The initial focus of the MARAS development has been on
parts gauging and feeding operations for cylinder lock
assembly. This phase is nearing completion and has
resulted in the development of a highly configurable
system for vision gauging functions on a wide range of
small components (2 mm to 100 mm in size). The
reconfigurable concepts implemented in this adaptive
Vision Gauging Module (VGM) are now being extended
to applicable aspects of the singulating, selecting, and
orienting functions required for the flexible feeding of
similar mechanical components and assemblies.

1.0 Contemporary Flexible Assembly Technology

Andreasen, Kahler, and Lund' have defined assembly
processes as composed of three main stages: handling,
composing and checking. These three stages can in turn
be subdivided into storage, transport, and positioning
functions. Another view of the assembly process is to
define it in terms of operations related to workpart
gauging, feeding, gripping, and fixturing.

Independent of the classification approach used for
assembly processes, workparts must generally be properly
gauged or tested, fed, oriented, and held for the assembly
function to be a success. Many researchers have
attempted to provide suitable analytical approaches to
model this processing of workparts, often by looking at
one function (such as trajectory or motion planning,
collision avoidance, parts insertion, etc.) in high detail.
Others have noted the commonality between many of
these functions and attempted to leverage this to define
the separate problems in a common context.
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For example, Natarajan® observed the duality between the
motion planning problem and the problem of designing a
feeder for orienting a workpart from some arbitrary initial
orientation I to a final orientation G. In principle, an
algorithm that would facilitate automatic design of parts
feeders based on CAD/CAM representations of workparts
should also be able to benefit from previous developments
in workpart grasp modelling. Similar techniques should
also be applicable to the problems of flexible fixturing
system synthesis and gauging function definition and
design.

Unfortunately, the practical industrial technologies and
tools for making these support operations adaptable from
process to process (or part type to part type) are currently
very limited. Typical so-called flexible assembly systems
(FAS) in use today are often fairly flexible in terms of
potential workpart trajectories, yet relatively primitive in
terms of easily or automatically adapting to the various
aligning, gripping, and fixturing needs of different
workparts or processes. These flexible assembly systems
are often little more than a robot surrounded by a set of
fixed tooling thatis programmed once and left to run for
several months or years until new production needs dictate
system retooling. The potential advantages of flexible
automation are thus hardly realized in this scenario.

Machine vision subsystems, quick change tooling
modules, and variqus advances in off-line programming/
simulation systems™ * have been suggested as the essential
breakthroughs that will pave the way for a proliferation of
cost effective and truly flexible (agile) assembly systems.
However, most automated assembly systems being
implemented today still employ primarily fixed tooling for
the actual grippers, fixturing, vision gauging system
components (optics, lighting, mountings, etc.), and parts
feeding/orienting/guiding functionality. Machine vision
systems have become easier to setup and program yet the
required support equipment for parts presentation and
illumination still entails significant custom design and
fabrication. Quick change tooling modules are typically
used to simply swap one fixed piece of end of arm tooling
for another.

Off-line programming/planning/simulation systems can
improve the efficiency of designing and programming
automated assembly systems. Alternative  system
approaches and assembly task strategies can be quickly
evaluated and compared prior to the fabrication of a
proposed system. However, the resulting assembly system
designs are not necessarily more flexible. Further,
assembly system programming changes or adaptations are
still done off-line and not local to the actual assembly
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system controller. This minimizes the ability for the
assembly system to automatically reconfigure itself under
local control. Thus, the resulting assembly system is not
able to as easily and quickly adapt itself to required
changes in production schedules or capacity balance. The
ability for such dynamic reconfiguration is likely to be an
increasingly important feature as assembly systems
become more flexible.

2.0 Application of Analytical Tools to Industry Practice

Although significant, most of the leading edge analytical
advances in flexible assembly over the last several years
have yet to be applied to solve practical real-world
manufacturing requirements. This is not entirely
surprising since leading edge analytical developments, by
definition, are not directly amenable to industry
application. Another potentially significant factor is the
relatively limited practical collaboration between
researchers in the academic community and system
integrators and end users in industry.

Academic research tends to focus on issues that are more
abstract and provide long term benefit to the state of the
art. Innovators in industry tend to focus on more near
term and precise objectives such as delivering a working
assembly system next quarter that will operate with 99.5%
up-time and support N variations on a set family of
workparts with setup changeover not to exceed M hours.
This difference in objectives and motivations can tend to
preclude meaningful collaboration.

There are, however, significant potential advantages to
such collaborations. The difference in approach by
academics and industry can provide new perspectives to
each group. It is generally recognized that collaborative
teams composed of individuals with diverse backgrounds
can act to 6improve both the effectiveness and rate of
innovation™®. There are two essential ingredients to
achieving this potential in practice:

1. An appropriate framework of project objectives
that emphasizes goals and results which are clear
to all contributors.

2. A suitable means of monitoring and managing
the progress of the team towards these
objectives.

It is not the intent of this paper to investigate or pursue the
validity of these observations at length. This subject has
been and continues to be the focus of substantial research
and study by others. However, we will use these as a
guide in defining a framework for the development of an
integrated approach to support the essential assembly
process functions in a truly flexible assembly system.

3.0 The MARA ncept

From the above, the new approach to flexible automated
assembly  development should foster effective
collaboration and synergy between contributors in both
academia and industry. It is also important that it
facilitate the adaptation and extension of appropriate

analytical tools to real world applications. Towards these
ends, Table 1 defines primary characteristics of the new
approach, named MARAS (Modular Automated
Reconfigurable Assembly System).

Table 1
Primary MARAS Concept Features

1. Use building block approach for mechanical
modules and subelements.

2. Employ unified analytical models, scalable from
basic to advanced capability.

3. Use object-oriented representations of physical
elements (including actuators, passive
components, and sensors) as well as software
control functions.

4. Use building block elements for modelling and
control functions.

5. Initial emphasis on a specific range of parts that
is small enough to be practical yet with enough
general features so as not to be trivial.

MARAS has some similarity to other contemporary
reconfigurable system concepts in that it emphasizes a
modular or building block approach to implementing
flexible assembly systems. However, MARAS is
structured to emphasize multi-level modularity for both
system physical components and related system control
software.

At the physical level, MARAS extends some of the
modular goncepts for flexible fixturing defined by Asada
and By’® and borrows from other modular approaches
such as the RobotWorld modular robotic station base
concept of Scheinman® and the Camegle Mellon
Reconfigurable Modular Manipulator'’®. The MARAS
concept extends the approach of flexible fixture system
synthesis based on combining appropriate fixturing
subelements (fixels) to combine similar families of
physical elements to support the other fundamental
functions required in assembly:

1. Gaugels (physical elements that are combined
together to form Vision Gauging Modules or
VGMs).

2. Feedels (physical elements that are combined
together to form Adaptable Feeding Modules or
AFMs).

3. Grippels (physical elements that are combined

together to form Generalized Gripper Modules or
GGMs).



MARAS specifies that these building block elements will
be represented in an object-oriented fashion to facilitate
the development of a unified set of analytical tools.
Further, the use of object-oriented representations for
these mechanical elements can potentially act as an
integrating common reference frame for machine element
designers, analysis model developers, and software
systems engineers. Machine designers can create a
database of mechanical element definitions that can be
matched and integrated as needed to meet the
requirements of different workparts and assembly support
functions.

Analytical modelers will initially apply group technology
to classify these building block elements. This includes
extended definition parameters to categorize and describe
the elements in terms of how they can be controlled or
used in conjunction with other elements to support
specific functions and/or specific types of workparts.
These categorizations will form the basic of applied
modelling tools to be developed for prediction of the
performance of the initial set of elements and associated
design derivatives or improvements.

Software systern engineers will utilize the element
representations to support the development of efficient
software modules or objects for the monitoring and
control of the MARAS assembly system modules. This
will aid in the translation of analytical modelling tools
from theory to practice. Both will be based on the same
data object representations. Control and sequencing
functions to be performed will also be defined as
generalized objects and methods to further assist in the
development of a unified modelling and control system.

The use of a common building block definition system for
machine designers, analytical modelers, and software
developers will improve understanding between the
various contributors. It should also lead to more focused
innovation. The common representation will allow
advances or improvements in one area, such as modelling
tools development, to be more readily applicable to other
aspects of the concept as it evolves. Developments in
each area can start at a basic level and be gradually scaled
with time to be more sophisticated in scope and
robustness.

4.0 Phase ] MARAS Focus

A specific set of small parts, cylinder lock components,
was selected for the first phase of MARAS system
development. These components range in size from
approximately 1 mm to 25 mm in length. Some of the
parts are mostly planar while others are cylindrical or
more complex in shape. This provides a reasonable
variety of shapes, aspect ratios, and details such that the
part family includes a number of aspects found in other
small parts.

Two fundamental functions of the assembly process were
selected for this initial phase: vision gauging and parts
feeding/orienting. The definition of an initial basic set of
modular elements and corresponding modular control
approaches for these functions was the primary objective.
The development of corresponding analytical tools for

these elements is currently in progress but is not part of
the scope of this paper.

This initial focus has resulted in the development of a
working version of one subsystem of a practical MARAS
system: the Vision Gauging Module (VGM). Preliminary
physical building block element definitions for another
important subsystem, the Adaptable Feeding Module
(AFM), have also been completed.

The VGM is a reconfigurable subsystem for vision
inspection of small (1 mm to 100 mm) mechanical
components. Fixturing, illumination, optics, and other
required physical elements of the VGM (gaugels) have
been designed to address different part family applications
with little or no mechanical setup change. A
corresponding set of software modules has been defined
and developed to support automated execution of system
changeover to support new part family inspection
operations with object-oriented definition of system
operations. Here, the VGM can be reconfigured on-line
to perform entirely new gauging functions based on a
device configuration database downloaded to the VGM
controller by a supervisory controller with links to
parametric CAD representations of the parts to be gauged.

The AFM is a similar subsystem and approach for
adaptable parts feeding and orienting. Geometric analysis
of parts to be supported by the system will define guiding
checking/inspection elements (called feedels) from a
generalized family. The active control of the AFM will
also be driven by the geometric representations. As with
the VGM, the AFM will be reconfigured on-line to
perform entirely new feeding functions based on a device
configuration database downloaded to the AFM
controller.

5.0 Phase I Parts Description

Figure 1 provides a simple side view of the primary
components to be assembled to produce a typical cylinder
lock. The plug is a rotating cylindrical component that is
turned by the key within the cylindrical base of the body.
The driver, attached to the plug by the cap, is the
component that activates the lock latching mechanism.
The plug will only rotate if the key's notches match the
heights of the corresponding base pins installed in the
cylinder lock assembly.

Key Plug Driver

Body

Cap

Figure 1 - Cylinder Assembly Components
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The key, plug, and body are each approximately 25 mm (1
inch) in length. Other part dimensions are roughly to
scale as shown in Figure 1. The part variations and
gauging requirements are extensive, as indicated in Table
2. Each of 30 key types employs a unique key blade cross
section with different sets of dimensions and tolerances
for each type. Further, each key type is available in either
5 or 6 pin variations. The key blade cross section
variations also apply to the plugs, since the keys are
inserted into the plugs to operate the cylinder.

Table 2
Part Variations

Part Variations Gauging

Requirements
Keys 30 types, 2 lengths 8 dimensions
Plugs 30 types, 2 lengths 25 dimensions
Bodies 2 types, 2 lengths 25 dimensions
Pins 2 types, 13 lengths 5 dimensions
Springs 2 types 3 dimensions
Drivers 8 types 3 dimensions
Caps 2 types 3 dimensions

.1 Parts Handling, Orientin auging Requirements

Both the plugs and bodies include a high number of
dimensions to be checked. This includes pin hole
locations and alignment plus face and tail details such as
key slot alignment, concentricity, and body “tang"
alignment. The tang of the body is the vertical block that
holds the top pins and springs. Two lengths of bodies and
plugs are required, to support both 5 and 6 pin variations.

Two types of pins (bottom pins and top pins) must be
supported. Bottom pins alone have 10 unique lengths.
Radius of nose curvature for each end of the base pins is
different, since the leading (bottom) edge of the pin must
be very narrow to mate effectively with the key notches
and the top of the top of the pin must be relatively flat.

Table 3

Part Orienting Requirements

Part Source Orienting
Requirements

Keys Bulk Vertical
Plugs Bulk Vertical
Bodies  Pre-oriented Vertical
Pins Bulk Lead edge down
Springs  Bulk Vertical
Drivers  Bulk Vertical, tail up
Caps Bulk Threads down

Variations for caps and springs are fairly minor (one or
two different dimensions) but drivers come in a wide
range of styles to support different types of latching
mechanisms.

Table 3 summarizes the source of the parts to be
supported plus the final orientation requirements for use
by the robotic flexible assembly stations. Excluding
cylinder bodies, all parts are originally without any
orientation and are located in bulk bins. Many parts are
also fabricated both in-plant and externally.

The source of the incoming parts is one of many
additional issues to be considered in defining and
implementing a gauging and feeding system approach.
These issues also include:

1. Parts may need to be assembled both in plant and
externally.

2. Gauging is required between fabrication

operations or steps for some parts.
3. The production rate approximates 1 part/second.

4. Low capital is
implementation.

available for project
5. The required implementation schedule is short.

6.0 The Modular Inspection/Palletization Cell

In applying MARAS to the cylinder lock parts gauging
and orienting application, the following system design
constraints were defined:

1. Gauged and oriented parts will be loaded to
pallets (to address both in-plant assembly and
external assembly). This feature will not be
required for applications where the oriented parts
are to be presented directly to assembly stations;
the approaches defined for this application are
not restricted to palletized parts only.

2. Individual inspection/palletizing cells will be
used for each part group, with some combining
of part groups if practical. However, a uniform
system architecture will be supported across all
inspection/palletizing cells to  maximize
interchangeability, simplify maintenance, and
minimize development effort.

3. Generalized singulating, selection, and orienting
approaches will be used where applicable (to
support system modularity, reconfigurability, and
minimal implementation cost).

4. 100% inspection will be provided for only first
level features (due to high number of details for
full inspection plus the high production rate).

5. Partial sampling with integral automated SPC for
the full set of part dimensions will be supported
by a reconfigurable Vision Gauging Module.



6. The inspection/palletizing cell will be
controllable either manually (through a touch
screen Man-Machine Interface) or automatically
(via the robot/vision controller).

7. The VGM (and to a lesser degree, the orienting
station) will utilize uniform mechanical
components, electrical components, optics, and
software across all inspection/palletizing cells.

Figure 2 presents an overview schematic of the Modular
Inspection/Palletization Cell approach. As shown, the
Vision Gauging Module can be sited directly adjacent to
the Orienting/Palletizing station, where it can be
loaded/unloaded and controlled by the
orienting/palletizing robot. The VGM can also be sited
remotely from the Orienting/Palletizing station where it
can be loaded/unloaded and controlled manually. This is
required for gauging parts at various upstream points in
the fabrication process and also for gauging parts supplied
from outside the plant.

Bulk
Hopper  Orienting/ Vision Gauging
Palletizing Module (VGM)
Station
Figure 2 - The Modular Inspection/Palletization Cell
Concept
7.0 The Prototype Vision Gauging Module

The Vision Gauging Module incorporates a number of the
MARAS attributes noted above. Since the VGM is
further developed than the Adapatable Feeding Module or
AFM, it will be used to further illustrate these concepts.

Consistent with the core MARAS concept, the following
features were included as part of the prototype VGM
design:

1. Modular building block elements (camera
mounts, light source mounts, calibration targets,
electrical components, etc.).

2. Use of a generalized nest block to hold parts in
various orientations before optics.

3. Design for loading by hand, robot, or fixed
automation.

4. Reconfigurable software (via setup file and
downloaded set points and recipes).

7.1 The VGM Station Base

Figure 3 presents the general purpose nature of the station
base employed for the VGM. Extruded aluminum profile
sections were used to fabricate the frame and table base
for mounting the optics, electronics, traversing slide, and
other components. The table base is formed from
adjacent 160 mm x 40 mm extruded sections, providing a
mounting base very similar to the T-slot type of base often
employed for machining fixture mounting. A 0.75 meter
(30 inch) servo-controlled traversing rail slide is mounted
to the top of the table base to index parts to be gauged
before the appropriate optics.

The VGM station table base can support mounting of up
to three to four cameras or mechanical gauging
subsystems plus required illumination sources (front
lighting, back lighting, structured lighting, etc.). A family
of general purpose mounts has been developed to address
quick and flexible placement of these gauging elements or
"gaugels” on the VGM table base. This facilitates
efficient setup or changeover if entirely new lighting
approaches and/or lens characteristics are required for a
new gauging application

The NEMA 12 enclosure mounted to the lower side of the
table base provides a sealed and air-conditioned housing
for the supervisory control computer, network interfaces,
illumination sources, power supplies, and input/output
subsystems. Sliding opaque door panels (not shown) are
installed between the frame sections above the table base.
These are to minimize dust infiltration and background
lighting disturbances in the gauging area. The touch
screen operator interface panel 1s installed to the top of the
VGM station base frame on a swivel base. The screen
centerline is at 1.7 meters above floor level for optimum
ergonometrics.

Slotted Bed

Rall Table
for Nest Block

\

¢

NEMA 12 Electronics
Enclosure

Figure 3 - Vision Gauging Module Station Base
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7.2 The VGM Generalized Nest Block Approach

The VGM must be able to support easily reconfigurable
fixturing or gripping approaches to facilitate a wide range
of part geometries and gauging functions in an adaptable
manner. A generalized nest block fixture design is
employed for this purpose, as shown schematically in
Figure 4. Here, the nest block base is a CNC-produced
fixture block that includes aligning nests for holding parts
in the orientations required for vision gauging all the
required dimensions and features. Parts are placed
approximately in the nest from above by hand or by
automated means. Next, a mating CNC-produced
clamping “plate” is actuated by either operator or
automatic command to provide final and deterministic
positioning of the parts in the nest block. Although the
vision system can compensate for positional inaccuracies
perpendicular to the view axis, accurate and repeatable
alignment is especially important in the direction along
the view axis to maintain focus integrity when the field of
view (and thus, depth of field) is small.

Proximity sensors mounted to the nest block are used to
verify clamp bar activation and deactivation. An integral
calibration target is incorporated into the nest block for
ease of optics alignment and calibration.

Although simple geometries are shown in Figure 4, a
typical nest block and clamp bar include numerous details
to provide the required aligning/orienting functions plus
optical paths to view the required part sections. Using

advanced CAD systems and CNC greatly streamlines the
design and fabrication of the nest block and clamp bar for
any required part.

/ Nest Block Base

Figure 4 - Vision Gauging Module Generalized Nest
Block

7.3 Vision Gauging Module Elements Representation

A key component of the MARAS concept is the
representation of the elemental building blocks. This
includes physical elements as well as control definitions.
The representation of an object typically includes
geometric definitions plus extended parameters that
describe other attributes such as ranges of control or
actuation supported, discrete operating states, mating
requirements for integration with other modules, etc.

For the prototype VGM systems, Table 4 provides a
sample of typical element definitions:

Table 4
Sample Object Parameters or Properties
Object

Sample Parameters

Size of illumination area
Light intensity range
Available mounting elements
Available illuminator elements

Back light module

Laser line source ~ Range of focal lengths

Ratio of line width to length
Available mounting elements
Available light intensities
Nest block Focal centerline height
Number of nests

Number of actuators, sensors
Actuator and sensor connects
Camera lens Focal length range
FOV range

Illumination modules used
Associated gauge functions
Number of analysis steps
Nest translation for shot
Calibration set parameters

Gauging shot

Although the examples presented in Table 4 are by no
means a complete set of the object definitions used for the
prototype VGM, it does illustrate the type of information
contained within these definitions.

7.4 Inspecting/Palletizing Cell Control Architecture

Figure 5 provides a block diagram view of the major
components employed for the Inspection/Palletizing cells.
This includes an Intel 486 based supervisory computer
running Microsoft Windows that functions as the
supervisory controller, man-machine interface, SPC
analyst, and production tracking system for each
inspection/palletizing cell. These supervisory computers
are also networked together via ethernet to support upload
of summary information to higher level plant systems.
Remote access to these systems is supported via modem
communications for service diagnostic and maintenance

purposes.

The software used to operate the supervisory computer is
a next generation derivative of VAX/VMS and 0S/2
based factory control software systems originally
implemented for discrete parts assembly/test at facilities
such as Chrysler, General Motors, and Caterpillar in the
late 1980s. This software was entirely re-written and
enhanced over the last year utilizing current object-
oriented development tools and coding approaches.



Additional information regarding the supervisory
computer software functions is presented in section 7.5
below.

Emulation of Modicon Modbus communications protocols
is an important feature of this architecture. This provides
the flexibility to communicate to a wide variety of
robotic/vision controllers and other intelligent devices via
relatively simple serial line connections. This
communications link is used to collect operating status
and process data from the robot/vision controller for the
orienting/palletizing station and one or more VGM
stations. Process setpoints, recipes, and status change
commands (such as clamp station, start station, stop
station, abort cycle, etc.) are also downloaded to the
robot/vision controller via the emulated Modbus. In
addition, the Modbus protocol was extended to support
automated download of setup or configuration files to the
robot/vision controller over the same line used for
production data uploads and command/recipe downloads.

1BM PC running
Windows-based

CAD stored
auge limits >
gaug operator interface

Modicon Modbue
Communications
Robot/vision
controller

e ~

Orlenting/
Palletizing
Station Robot

Vision Gauging
Module

Figure 5 - Inspection/Palletization Cell Control
Components Schematic

The software developed for the robot/vision controller is
another vital component of the overall architecture. Based
on commands, setpoints, and setup file information
downloaded from the supervisory controller, the main
software control program in the robot/vision controller
performs the following functions:

1. Controls light source activation and nest block
clamping activation (via Opto 22 Optomux
network modules).

2. Senses states of nest block clamp (via proximity
switches linked to Opto 22 Optomux network
modules).

3. Commands traversing slide to index nest block to
required positions.

4. Performs setup file defined vision gauging
functions (frame acquisition, vision algorithm
execution, numeric functions, data analysis
functions).

5. Updates status block with most recent gauge
results and process information for collection by
the supervisory computer.

All of these functions are definable by the setup file
downloaded from the supervisory controller. The setup

file contains sets of parameters which completely define
the required functions of the VGM. This provides the
capability of downloading a setup change "on-the-fly"
without the need to halt non-affected operations. The
setup file is much more compact than downloading new
programs to the robot/vision controller. Thus, the time
required to implement a given VGM setup change is short.
A set of setup files can be maintained on the supervisory
computer in a protected directory that can only be
accessed by authorized plant personnel. Currently, the
files are maintained manually by used of a text editor.

The setup files define such parameters and selectable
features as:

Number of cameras defined for the VGM.
Illumination sources to be used.

Nest block positions for each vision frame
(camera shot) to be acquired.

The specific vision and numerical algorithms to
be employed (including sequencing and
execution parameters) for each camera shot.
Number of gauge variables to be tested,
including process limits.

Association of gauging functions with processing
stations or operations (for SPC purposes).
Reject condition codes.

Auto detection of optics failure.

Required clamping confirmation input
identification (if any).

10. Error handling functions.
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Setup file definitions can also be model (part type)
specific. That is to say, a set of parameters defined in the
setup file can be associated with a particular "model” or
part variation. The setup file can thus define the
operation of the VGM to be unique for different part
variations. With appropriate definition of the setup file,
the VGM will automatically adapt itself to process
different parts via simple download of a new model code
from the supervisory computer.

7.5 The VGM Supervisory Control Computer Software

The supervisory computer software must be very intuitive
and easy to use for effective operation by plant floor
personnel. Appropriate use of graphical user interface
elements has thus been used towards this end in
implementing the software.

A menu bar at the top of the screen has been kept
purposefully simple for ease of use when performing
common operations. Toolbar command button icons have
also been employed to provide quick access to the most
frequent functions, such as:

1. Starting and stopping the system monitoring
functions (password protected).

Display of communications status.

Station selection for additional detail
Display of station control panel..

Display of station alarm/fault and production
counts summary status.

Display of defined CAD images.

SISl

53



7. Display of raw process data from monitored

stations.

Access to historical production trend displays.

Access to historical alarm/fault trend displays.

0. Access to SPC tracking displays, logs, and
charts.

11. Access to the on-line help system.

e

ienting and Singulatin, n for Flat Parts
This section presents some of the basic general feeding
approaches we have been pursuing as part of our
preliminary definitions of an Adaptable Feeding Module
(AFM). We are using these plus more complex
approaches to orienting using both manipulators and
passive handlers {using the terminology of Boothroyd,
Poli, and Murch'’) to define our first set of “feedel”
elements plus corresponding parameter set definitions and
control software objects.

Given the wider range of potential future applicability to
other part families, we have first concentrated on flat parts
to define candidate generalized singulating approaches.
Singulation is the process of separating parts into a single
vertical layer with only one or possibly two orientations
("top" up or "top" down).

For flat parts singulation, the following attributes are
common:

1. Parts are originally in a bulk bin or hopper that
dumps into a vibratory hopper (not bowl feeder)
that dispenses a steady stream of parts onto a
conveyor.

2. All parts don't need to be oriented. Allowing for
de-selection of some parts to recirculate can
make for a more robust and practical system
design that also naturally supports part purging
for changeover.

3. Generalized end-of-arm-tooling should be used
where applicable (such as vacuum cups for flat
parts).

4. Use generalized and/or modular singulating
elements or bars.

5. Use vision where aligning/orienting is not
possible or practical by geometric means only.

6. Use common mechanical components and
control software for each part type.

By definition, we refer to a flat part as one where the
thickness of one dominating geometric surface or plane of
the part to be fed or oriented is much less the height and
width of the surface. Examples include parts stamped
from sheet metal where the resulting flat feature surface
dimensions are large compared to the thickness of the
part. For the target application of cylinder lock assembly,
the keys fall nicely into this category. Some members of
the driver part family may also apply. Given the ratio of
the cap height to cap diameter of approximately 0.3, this
should apply to caps as well.

Figure 6 provides a simple overview of one approach to
flat parts singulation. Here, the vibrating hopper feeds a
conveyor that indexes parts towards an area where a
machine vision camera is used to verify part position and
orientation for acquisition by a robotic gripper. Wiper
blades over the conveyor are used to achieve a single
layer of parts. Narrowing blocks over the conveyor
confine the parts to a specific region for the first level
vision inspection and robotic acquisition for final
orienting. This method is quite effective and can supply a
steady stream of singulated parts. However, parts
sometimes jam. This makes the approach unreliable. The
use of a rotating wiper or brush can potentially alleviate
this problem.

<<— Hopper
Narrowing
Block

Wiper ~“ Camera

Blades FOV

Figure 6 - Singulation of Flat Parts with Wiper Blades
and Narrowing Blocks

Figure 7 presents another potential approach for flat parts
singulation. Here, the hopper feeds a singulating ramp
with shelves that deposit a single layer of parts on the
conveyor. The ramp is sloped down towards the camera
FOV and also away from the hopper. The lip height of
each shelf is equal to the height of the flat part. Thus,
parts will either slide off to the overflow area of the
conveyor or fall into one of the shelves and slide down the
shelf to the conveyor to be advanced to the camera FOV.,

<— Hopper

Singulating
Ramp

Overflow
Area

—>

/ Camera
FOV

Wider Conveyor

Figure 7 - Singulation of Flat Parts with a Singulating
Ramp



Problems with this approach include a high ratio of
overflow parts versus singulated parts and a less steady
flow of singulated parts to the camera FOV.

9.0 Future Work

These two sample approaches are not intended to imply
the full range of options available for singulating or
orienting parts. However, they do serve to illustrate some
fundamental principles worth considering in defining or
implementing a generalized orienting system.

These and other approaches are being refined and verified
for application to the cylinder lock application and other
small mechanical part assemblies. Common to each of
these approaches is the need for a modular and
reconfigurable architecture in both the physical and
software components. This applies to the guiding or
aligning elements, vision systems, and the additional
orienting functions performed by some sort of robotic

gripper.

For the near term, the immediate goal is to complete
installation of the first three inspection/palletization cells
in the first quarter of 1994.  Although these first
installations will incorporate some of the reconfigurable
features of the VGM for their feeding and orienting
functions, it is expected that this will be even more so for
the next two inspection/palletization cells to be completed
later in 1994.

Application of these principles for adaptive gauging and
feeding is now in progress for three other automated
assembly projects to be completed towards the end of
1994. Additional integration of CAD modelling for
automated or semi-automated synthesis of appropriate
adaptable system configurations is planned.
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Abstract

The Factory Of The Future will
require an operating methodology
which effectively utilizes all of
the elements of product design,
manufacturing and delivery. The
process must respond rapidly to
changes in product demand, product
mix, design changes or changes in
the raw materials. To achieve
agility in a manufacturing
operation, the design and
development of the manufacturing
processes must focus on customer
satisfaction. Achieving greatest
results requires that the
manufacturing process be considered
from product concept through sales.
This provides the best opportunity
to built a quality product for the
customer at a reasonable price.

The primary elements of a
manufacturing system include people,
equipment, materials, methods and
the enviromment. The most
significant and most agile element
in any process is the human
resource. Only with a highly
trained, knowledgeable work force
can the proper methods be applied to
efficiently process materials with
machinery which is predictable,
reliable and flexible.

This paper discusses the
affect of each element on the
development of agile manufacturing
system.

Copyright

1993 by Ford Motor Company.

Introduction

To be competitive in the world
market an organization must
efficiently utilize all of its
assets. The traditional elements of
the manufacturing process are men,
machines and materials which are
combined using proven and consistent
methods which are responsive to a
rapidly changing environment.

( Figure 1 ). The manufacturing

VOICE OF THE PROCESS smenemmmmsrey

FIGURE 1 - PRODUCTION CYCLE

system must be capable of producing
the right products, in the needed
quantities with high quality and the
lowest possible cost. An agile
manufacturing process can only be

Published by the American Institute of

Aeronautics and Astronautics, Inc. with permission.



achieved if the associated processes
are designed concurrently with the
product utilizing a crossfunctional,
simultaneous engineering team
comprised of representatives of all
affected organizations. The
manufacturing concept is revised as
the team proceeds through the
product development cycle as shown
in Figure 2. This defines the

CONCEPT
DESIGN
PROTOTYPE
DEVELOPMENT
PRODUCTION
MARKETING
SALES

SERVICE
REUSE/RECYCLE

FIGURE 2 - PRODUCT DEVELOPMENT
CYCLE

various stages of the product life
cycle.

Flexibility starts with the
design of the product. Use of
techniques such as Design for
Manufacture(DFM), Design for
Assembly(DFA), Quality Function
Deployment (QFD), Statistical Process
Control (SPC), Design Of Experiments
(DOE) and Computer Aids such as
CcAD/CAM/CAE, including product and
process simulation, will be
essential to develop a system which
can respond rapidly to product
changes, product changeovers and
variation in the product mix. The
overall production system will only
be as agile as the least agile of
the elements of the system.

Flexibility must exist in the
product design, the process design,
the production system and the
material handling operations. An
agile organization will allow the
operations to respond to the needs
of the customer as demanded by the
ever changing market in the shortest
amount of time. This includes the
capability to alter the mix among-
several similar products within the
manufacturing capacity (i.e. volume

mix flexibility) as well as the
abjility to rapidly convert to new
products which utilize common
manufacturing equipment (i.e.
product changeover flexibility).

An agile operation can only be
achieved if this objective is
considered from the conception of
the product through sales and
service. Agility must be a major
objective of the development and
must be planned and built into the
process. During the development
process, a simultaneous engineering

approach is used which considers the

capabilities of the process as well
as the needs of the product to meet

customer expectations. Each element

in the product equation, Men,

Machines, Materials, Methods and the

Environment, is evaluated and
optimized. When tradeoffs are
considered, the decisions are based
on providing the best value for the
customer.

Human Resources

The most flexible component in
the process is the human resource.
Important characteristics of the
Human Resources are shown in
Figure 3. It will be essential

FLEXIBLE HUMAN RESOURCES

- ENGINEERS

- MANAGEMENT

- PRODUCTION

- SUPERVISION

- SERVICE ORGANIZATIONS
CUSTOMER ORIENTED
HIGHLY TRAINED
MOTIVATED
TECHNOLOGY KNOWLEDGEABLE
CONTINUOUS SKILLS IMPROVEMENT

FIGURE 3 - HUMAN RESOURCES

that all employees are highly
trained individuals who are
knowledgeable about the latest
technologies and specifically
trained in the equipment that they
use on a day to day basis. They
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will also need to maintain their
skills through a continuous personal
enrichment program. The workers of
today will not be competitive in the
environment of the agile
manufacturing system without a
comprehensive and effective plan to
maintain and enhance employee
skills.

The successful enterprise will
encourage employees to continuously
improve their skills by providing
opportunities to attend training
related to specific job
requirements. Their effectiveness
will depend on the company's ability
to provide incentives for the
associates which assure continuous
improvement in the abilities of all
employees., It is necessary to have
an educated, flexible, empowered and
motivated work force to respond to
the needs of the customer.

Equipment

Another factor of production
is the machinery or equipment which
is used to build a product or
provide a service. The equipment
although an important component of
the process is limited by the
ingenuity of the people who design,
develop and operate it. The
equipment is a minor albeit
essential part of the overall
system. The primary characteristics
of the machinery is the ability to
reuse or reapply the equipment to
respond to variations in product mix
and to provide sufficient
flexibility to be used with new
products.

Other features of the Factory
of the Future include reliability,
maintainability and the ability to
rapidly redeploy equipment. See
Figure 4 for a list of the important
equipment characteristics.

Flexible equipment such as
robots, AGVs, ASRSs, CNC machines,

programmable controllers, personal
computers, modular conveyors,
coordinate measuring machines, smart
instruments and intelligent sensors
are all important for the agile
manufacturing system.

FLEXIBLE
- Multi-Use
- Multi-Product
- Rapidly Reconfigurable
-  Product Mix

REUSABLE
- Rapidly Change To
Different Parts

RELOCATABLE

PROGRAMMABLE /REPROGRAMMABLE
- Off Line
EXPANSIBILITY (Capacity)

RELIABLE

MAINTAINABLE

FIGURE 4 EQUIPMENT (MACHINERY)

Materials

The materials of production
can refer to product components or
materials of the manufacturing
process., Alternative materials are
evaluated throughout the product
development cycle to consider the
physical and chemical property
requirements and select the
materials which provide the most
cost effective option for both
product and process equipment.
Figure 5 identifies some the
situations where consideration of
materials is important.

Effective selection of
materials can have a significant
affect on the life cycle cost of a
manufacturing process with



associated influence on the cost of
the product(s).

Materials used in products,
tooling and process equipment are
each important in their own way.
The physical and mechanical
properties of the materials affect
the 1life of components, durability,
reusability and recyclability.

TOOLING
- Reusable
- Recyclable

NEW RAW MATERIALS
- Steel vs. Aluminum vs.
Magnesium vs. Composites
- Plastics
- Thermoplastics vs.
Thermosets

RAPID PROTOTYPING
- Stereolithography
- Cubital

FIGURE 5 MATERTALS

In the design and purchase of
equipment and tooling, it is
important to consider how it might
be used to process parts for several
optional materials. As an example,
a painting process has similar
requirements for capacity and
capability regardless of the
material applied or the substrate.
However, the properties of the
coating may change which in turn
requires a change to the process
parameters. Different types of
nozzles, paints guns or controls may
be utilized while maintaining the
same basic system. This flexibility
may be required to adjust for
viscosity variation in the material
as well as different curing
requirements. The paint process
must be robust in the ability to
produce a quality paint job using
many different paint combinations
and accommodate changes in

environmental conditions. This must
be accomplished with little or no
change to the base equipment and the
necessary changes must be easily
implemented.

Materials used in the tooling
and equipment are also evaluated to
determine the most effective use of
specialty compounds. In the ideal
situation the tooling components
will wear out just as the product
cycle is complete.

Rapid prototyping is an
emerging technology which enables
the preparation of prototype parts
much faster than available from
previous practice. Methods such as
stereolithography, cubital and other
similar techniques utilize special
chemical and physical properties of
materials to effectively reduce the
time required to produce prototype
parts. In some instances this time
has been reduced from months to
weeks. The processes achieve these
dramatic improvements by operating
directly from CAD data. The CAD
data is used to initiate these
processes. The data is used to
operate a numerically controlled
device which automatically
replicates the part design. This
bypasses time consuming manual
design detailing and the machining
and build up of the parts.

Selection of materials during
every stage of the development is
important. The material choice
affects the product cost and quality
and may also influence the time to
produce parts.

Methods

With the exception of the
human resources, the most
influential factor of the agile
manufacturing organization relates
to the methods which are implemented
through out all phases of the
product development cycle.
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Frequently, the design, development
and operating methods are the
elements which define the agility
and flexibility of a system. This
may be a an equipment operating
procedure, the control system, an
accounting procedure or a management
practice. Consideration is given
to all aspects of the business
enterprise if all components are to
work effectively together. Some
effective methods of improving
communications and intra-
organizational cooperation are
identified in Table 1.

One process which has achieved
significant improvements in total
development time, reductions in cost
and improvements in quality is the
crossfunctional team. Combined with
simultaneous engineering of the
product and process, significant
benefits are realizable in the
manufacture of a product. The
crossfuntional team involves
representatives from design, product
engineering, manufacturing
engineering, production and
suppliers. During the entire
product design and development
cycle, the team uses many of the
computer based tools, e.g. CAD, CAM,
CAE and CIM, and statistical methods
to accelerate the design and
development process. The use of
computer tools is an essential
element in the process but it is the
knowledge and ability of the human
resources which is necessary for the
effective implementation of these
tools.

These techniques provide
significant benefits during the
early phases of the development
process. These improvements must
also be carried to the plant floor
to achieve the flexibility in the
manufacturing process. This is
achieved through user-friendly
operator interface which can be used
in the setup and control of the
manufacturing equipment.

The manufacturing process is
designed in cooperation with
product design, engineering and
production. With this approach, the
resulting product design is robust
with regard to manufacturing
capability. With a focus on
manufacturing flexibility a more
agile manufacturing system is the
result.

As listed in the Table, there
are many other procedures and
methods which are used to improve
the development system. Procedures
for the selection and justification
of equipment can significantly
affect the ultimate decision. Focus
on the traditional Return on
Investment(ROI) often leads to
decisions which are not compatible
with the agile manufacturing needs.
New methods which consider life
cycle cost, the cost of quality and
activity based accounting provide
consideration of the value of some
of the intangibles in the equipment
purchase decision.

Environment

In addition to the four
factors previously discussed, the
process must be responsive to
changes in the environment in which
it operates. This must be
accomplished rapidly to maintain the
agility of the system. Figure 6
identifies some of the important
environmental or external factors
which may affect the process. There

are numerous external factors which
can be considered. These may have a
significant affect on the
organization depending on its
particular business.

We have seen the substantive
influence that government
regulations and policy can have on
the operation of an enterprise. In
addition local work practices,
internal standards, accepted



national/international codes and
standards and changes in the global
situation affect the operating

GOVERNMENT
- OSHA
- EPA
- Tax Regulations
- Safety Standards
- Labor Regulations
- Government Subsidies
- ADA

SOCTAL RESPONSIBILITY
CHANGES IN THE GLOBAL
SITUATIONS
- Political
- Economic
- Trade Agreements

WORK PRACTICES

STANDARDS AND PRACTICES

- Engineering
ANST, RIA, ASTM, AIAG
IEEE

- Financial & Accounting
National Codes (e.g. UL)

FIGURE 6. ENVIRONMENTAL

efficiency and the competitive
position of a business.

Changes in the environmental
factors can result in rapid and
dramatic changes in the factors of
production, human resources,
materials, equipment and business
methods. For example, changes in
the standards implemented by a
country or group of countries,
affects the ability to sell products
in certain markets or can cause a
change in the availability of
certain commodities without any
other local changes in the
operations.

Likewise, political changes
may influence the competitive
position quickly and dramatically.

Sometimes, changes in the
environment can be anticipated but
very seldom can they be controlled.
Many of these changes, especially
those which are the result of
legislation, occur over a long
period of time. Plans can be
implemented to adjust for these
changes. However, in other
situations, political or
governmental changes may be rapid
and cataclysmic. 1In the latter
case, a rapid response 1is required
to maintain competitive position.
This can only be accomplished by an
enterprise which is designed and
developed to support agility in the
operations.

Conclusions

In this ever changing world,
only the strong and the agile will
survive. To be a successful
organization, the agile business
enterprise will focus on the ability
to rapidly respond to customer need
and provide quality parts at a price
that represents value to the
customer. This requires that all of
the factors of production are
developed with flexibility and
agility in mind. This must commence
with the product concept and carry
through to the sale and marketing of
the product.
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Abstract

Since its inception, Numerically Controlled (NC)
machining methods have been used throughout the
aerospace industry to mill, drill, and turn complex shapes
by sequentially stepping through motion programs.
However, the recent demand for more precision, faster
feeds, exotic sensors, and branching execution have
existing Computer Numerical Control (CNC) and
Distributed Numerical Control (DNC) systems running at
maximum controller capacity. Typical disadvantages of
current CNC's include fixed memory capacities, limited
communication ports, and the use of multiple control
languages. The need to tailor CNC's to meet specific
applications, whether it be expanded memory, additional
communications, or integrated vision, ofien requires
replacing the original controller supplied with the
commercial machine tool with a more powerful and
capable system.

This paper briefly describes the process and equipment
requirements for new controllers and their evolutionary
implementation in an aerospace environment. The
process of controller retrofit with currently available
machines is examined, along with several case studies
and their computational and architectural implications.

Introduction

In response to the more complex machined shapes
demanded by modern aircraft, the Air Force sponsored
numerically controlled milling machine research at the
Massachusetts Institute of Technology's Radiation
Laboratory in 1949. The fusion of the then fledgling
digital computer technology with servo control
techniques allowed demonstration of a prototype NC
machine in 1953 1. Over the ensuing forty years, new
CNC capabilities have dramatically enhanced the way
airplanes are made. CNC computers have become
smaller, faster, and cheaper; through the use of
innovative sensors, automated work cells can both
monitor and control production processes as well as the
parts they create. Upstream systems can create and store
part programs, collect and analyze process data, and
monitor/diagnose individual machines. In general, the
processes being performed are more complex, highly

precise, intolerant of delay, and are being automated at
an ever-accelerated pace.

When tailoring a controller for a machine tool
application, two critical considerations must be taken
into account; process complexity and life cycle cost. The
desire to improve product quality and reduce manual
labor has caused automated systems to become more and
more sophisticated. On the control side, automation
applications require ever increasing amounts of software
that execute on powerful computers with extensive
memory. On the process side, smart-sensor based systems
provide tighter control of production monitoring, quality,
and reliability by collecting massive amounts of data
during process execution. This data must be organized
for use by both the process control and upstream business
systems. Clearly, what was once a single computer
operation has now become a network of 5 to 10
intelligent computer subsystems, each of which is usually
a microprocessor-based smart box. The function of each
subsystem is unique yet all subsystems contribute to
producing a better product.

Examples of smart-sensor based subsystems include
machine vision for process inspection and statistical
analysis, and thermal scanning devices to monitor
material growth. Data transfer of part attributes,
quantities, and messages require networking capability to
disk storage, file management , and company business
systems. Further complicating the automation process is
the need for a host system which is flexible enough to
coordinate all subsystem information and make
adjustments to the process in real-time. The host must
also interface hardware and software to multiple
communication protocols.

Cost and Complexity

While issues regarding process complexity represent the
factory side of the automation problem, the business side
is concerned with controlling cost. The vast amounts of
software generated for application development,
programming, and software maintenance must be
structured in order to control life cycle costs. Because
these automation systems arc multi-computer based,
organizing and directing in-process information
mandates complex decision making algorithms. For
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example, many processes require the system to adapt to
changes in the process based upon input data, factory
problems, and machine interrupts. To effectively
implement such complex process algorithms, application
software is usually developed using structured analysis
and design. Structure design tools benefit the software
life cycle in development, maintenance, and
documentation. However, it is not always possible to
take advantage of cost savings using structured design
tools unless the computer language can support such
development.

Typical software maintenance costs for complex
automation applications can be excessive due to the
diversity of languages, controllers, and variety of
processes. For example, most NC, CNC, and DNC
machines utilize control language based upon ladder
logic. Other languages such as Allen Bradley's Siprom
are used in conjunction with ladder logic when
developing a machine application. Large multi-function
systems written entirely in ladder logic pose a formidable
maintenance task . The maintenance problem is
compounded further since robotic control systems often
use custom languages (such as Karel, Rail, V+, etc.).
Each of these unique languages must be supported by
programming staff. Factors such as language, processing
capability, interconnectivity, communications, and code
reusability must be weighed against what the company
can afford to spend throughout the software life cycle.

The issues of process complexity and software life cycle
are interdependent in the automation environment. The
interdependence can be examined by breaking down
these issues into further detail. First, process complexity
involves key factors such as programming,
communications, data transfer, control of input/output
functions, and motion control. Life cycle costs, on the
other hand, involve computer languages, maintenance,
training, upstream compatibility, and software
reusability.

Process software can be partitioned into six distinct
functional groups. Generalized categories include process
control, communications, file storage and transfer, digital
and analog input/output, motion control, and vision
processing. Of these categories, serial communications
has become a critical link for most automation
applications within Boeing.

Serial Communications

Many new applications utilize microprocessor-based
smart boxes which can control an entire section of a
process with little intervention from a host computer.

The ability to allocate tasks to multiple smart boxes
reduces the work load on the main controller. In
addition, it provides system modularity which can
reduce factory down time and part replacement. The
majority of these smart boxes provide serial ports for
communication. In order to reliably communicate with
multiple smart boxes, the system programmer needs to
have standard serial communication functions available
within the host controller's language. A set of common
tools might include full ASCII character recognition,
basic character input/output, and configuration of the I/O
port. Advanced features include data buffering, operating
system notification (via flags or interrupts), and the
ability to apply protocols such as Kermit, Xmodem, etc.
to data transfer. Many controllers do not allow much
control over a serial port, resulting in "kludging" the
existing software base to create a semi-functional
communications path.

Several aerospace applications require the use of thermal
scanners for monitoring temperature changes and part
growth the work cell. Interfacing and manipulating the
data provided from these scanners has proven to be a
programming challenge. Each controller has a unique
implementation of the RS-232 standard. Furthermore,
some controllers use restricted data formats, which limit
the flexibility of the system. Still other controllers require
special manipulation of the serial port hardware to make
the port functional. Consequently, special
communications software must be written after the serial
port has been studied through a network analyzer.
Compounding the problem is the lack of an RS-232
standard on the smart device. The result is the
communications software must not only conform to a
non-standard format at the controller side but also on the
sensor side.

Protocols such as Kermit, Xmodem etc. have been
successfully used in the computer industry for years. As
more embedded PC boxes sprout up in automation
applications, the need for a robust communications tool
set resident in both the host controller and sensor systems
is continually overlooked. In addition to serial
communications, smart boxes are synchronizing
communication with digital I/0. End effectors and
manual operator interfaces can use combinations of serial
communications, discrete digital /O, and analog
input/output. End effectors can be considered as
completely independent machine processes. Smart
controllers are used with end effectors to control valves,
drill motors and part manipulators. Here again, serial
communication is used to set up the end effector and
control the process in real time.



Digital /O Control

Assembly and manufacturing applications require
synchronization of multiple control relays and valves
using discrete digital I/O. Process control is dependent
upon the ability of a host controller to receive serial
information and/or discrete digital 1/0, decode the
information, then make a decision affecting the next step
in the process. Programmable Logic Controllers (PLC's)
have been used for this task. The PLC is a cornerstone in
many Boeing automation applications due to its
“bulletproof” ability to control process I/O. Other benefits
include a large base of people who program and trouble
shoot in ladder logic.

In addition to PLC's, most control system manufacturers
provide both digital and analog 1/O. These 1/O's are
interfaced to operator control panels, process switches,
valves, and a multitude of sensors and indicators. While
I/0 interfacing is somewhat standardized, tools for
developing 1/0 control algorithms are not. Programming
a PLC for interfacing to an operator control panel can be
difficult due to the lack of a rich language base.
Designing a system in which I/O's can be placed in
logical groups is dependent on where the grouping takes
place and how many [/O's are required.

Distributed I/O boxes aid in modularizing the system
design, but also complicate the system by the sheer
numbers of sensors being processed. The host controller
must have intelligent control over all I/O's both in
hardware and software. Many real-time processes require
high speed processing of sensors in order to avoid
catastrophic failure. This implies a group of dedicated
high speed [/O's in addition to simple valve and switch
control. The inherent nature of high speed data
acquisition demands computing power as well as robust
hardware. The problem is further complicated by the
diversity of cables and connectors required to interface
the sensors.

The basic process of reading a digital input or setting a
digital output is not complex. However, when that
process must be carried out at high speeds. the physics of
transmission lines cannot be ignored. Further, the host
controller may have to read several sensors at once,
perform numerical computations on the data, iterate a
decision tree, and execute a reactionary function. Adding
to the myriad of hardware interfaces are the variety of
timing requirements for data acquisition. Coordination of
the system I/O's together with the application complexity
generate huge amounts of control software.

Machine Motion

In many aerospace automation applications, the issues
discussed above are secondary to precise control of
machine motion. Machine motion is generally executed
in joint or world coordinate systems. The dominant
trajectories for machine controllers are joint or lincar
interpolated motion. The end result is to cause the tool
tip attached to the machine to perform the required
movement. NC machines utilize R§274D code to perform
these movements. This standard was developed in the
1950's, before the application of matrix algebra in motion
control. Today, robotic controllers use forward and
inverse kinematics to drive multi-axis machines. Inverse
kinematics allow the controller to compute where the tool
tip is with respect to the coordinate base of the machine.
This function is not possible with most NC machines.

Manufacture of aerospace grade parts demands high
positioning tolerances on the part of the machine. NC
machines have been capable of this for years provided the
part being machined is always fixed in a specific position
in the tooling jig. The NC machine can probe the part
and account for offsets in the X, Y, and Z axes but it
cannot adjust for changes in yaw, pitch, and roll.
Preparation and assembly of parts such as fuselage panels
involve path motion and positioning along complex
contours. (This type of operation requires machines with
5 to 6 axes of motion.)

An NC controller can be programmed for complex
motion but cannot adaptively adjust during the process.
This is because RS274D code being executed by the
machine is spatially fixed to either the machine or the
part reference frame. Thermal growth affects machining
tolerances due to the large size of many aerospace parts.
The part, the tooling fixture, and the machine bed are
subject to different growth fluctuations due to the
materials they are built from. The goal is to produce a
part with very high machining tolerances yet an NC
machine cannot fully adapt to the dynamic growth
changes caused by thermal effects. Controlling motion
using kinematics has a distinct advantage by being able
to dynamically create new frames of reference.

The part program is spatially fixed but a robotic
controller can establish an offset reference frame in world
coordinates using probing techniques. This reference
frame can be used to transform the original part data to
fit the current orientation of the part and tooling jig.
Other processes require drilling of holes normal to the
part surface. The normal vector and position must be
computed just prior to drilling the hole. Again, this is not
possible without the use of kinematics to locate the tool
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tip relative to the part. These operations require more
computing power from the machine controller as well as
the ability to store and transfer data generated by
establishing in-process reference frames.

Language and Compatibility

Transferal of process data leads into the area of company
business systems. The issue of upstream compatibility
relates to the machine controller communicating through
an established network protocol to a company data base.
Unfortunately, upstream communications is tightly
intertwined with the language used by the machine
controller. Some systems use a server type architecture
for communicating to the company database. This allows
greater flexibility when changes are made to the system
but the machine controller must still provide process
information to some other computer based system. The
focus of the next section is what role the machine
controller language plays in interfacing not only to a
server system but more importantly to the application
itself,

The computer language of a control system plays the
executive role in "gluing" application subsystems
together. The language must provide a rich set of
functions including input/output, file management,
mathematical, decision iteratives, and graphics. Another
important feature of the controller language is its ability
to reflect the language syntax as readable structured text.
It is extremely beneficial to be able to define and name
software variables using meaningful words. Moreover,
the extent to which the language lends itself to structured
analysis and design implementations has far reaching
impacts on costs incurred during the software life cycle.
Automation software development, modification, and
maintenance is a costly process within the Boeing
company.

Utilizing multiple languages for an application has
several drawbacks. Many companies worldwide use
ladder logic as the standard for developing,
implementing, and debugging sequential steps in
automation and machining applications. Although newer
languages may be far simpler to understand, an
enormous base of people trained in ladder logic already
exists. Reeducating such a large and sometimes
unwilling work force is an immeasurable task.

Manufacturing companies have significant investments
in existing machinery. Coupled to the machinery are
support staff to maintain, operate, and reprogram
production applications. Training for most of these
companies is not economical. In addition, the choice of

which control system and which language to standardize
on is continually evolving.

Standardization of a subset of languages for applications
is nearly impossible. Each automation application has
specific requirements. These requirements cannot always
be met using one manufacturers control system. A new
system which fits the application may be purchased. This
usually means a new control language with a different set
of operating attributes and characteristics. Programming
for the application now requires a “learning curve” with
the new language, thus adding to software life cycle
COSts.

The variety of control systems, PLC's, and motion control
cards used within Boeing are tied directly to the number
of languages requiring maintenance and support. Each
manufacturer has the "best" language for their
machinery. Thus, every machine has one or more
programming "specialists” intimate with that machine's
language. Many of these machines have restricted
language functionality.

Aerospace assembly applications require changes and
modifications to the software as improvements are made
in the process. When a controller with restricted
language and/or functionality is used, the controller
manufacturer must supply any customized software
routines. These unique software requirements can add as
much as 50% to the cost of the controller. Another cost
burden is the lack of reusability of process code.

A company may expend considerable sums on in-house
and customized software which cannot be transferred to
any other controller. Most code developed for PLC's is
application specific and cannot be migrated to future
applications. In addition to the PLC, the controller
language may not be portable to a similar controller.
These issues pose a formidable argument for finding a
single portable robust language for the entire application.

The diversity of applications within Boeing does not
allow for standardizing on a single language or
controller. However, a controller with a robust language
function base allows for immediate application of skills
used with other computer programming languages such
as Basic, C, Fortran, and Pascal. Computing iteratives
such as FOR, IF--THEN, WHILE, DO and CASE
provide high level syntax necessary for control of
complex processes. These factors are sought afier because
they greatly reduce the maintenance costs by providing a
common set of characteristics already understood by
computer programmers. Another area of concern
involves connection through a network to company



business systems and storage facilities. The vast amounts
of process data being collected and analyzed by upstream
systems is transferred using many different network
protocols. To provide this function, a controller or host
computer must have memory for file storage and control
of one or more protocols for file uploading and
downloading. Some applications require data transfer
using custom protocols developed with the controller
language. Many of the older control systems support the
crudest of data input and output. This can slow the
automation process and also affect overall production
costs. The number of process and upstream computer
systems involved in the automation process continues to
grow resulting in increased layers of software. The
software development environment for each layer affects
the overall time to production. Software development for
the machine controller involves several phases.

After a structured design has been developed, the initial
coding phase of all machine functions takes place.
Following this phase is test and modification of the
software with or without the machine in the loop. At this
phase, all subsystem software is individually tested.
Integration phase involves debugging all subsystems
together with the machine controller. Once the
subsystems are connected, all languages must be able to
communicate through the main controller. The
debugging environment on the controller now becomes a
critical tool in testing the system operation.

Multiple modifications to the application software are
made by the system programmer during this phase.
Continual updating of the application software can be
very time consuming depending upon the efficiency of
the debugging and programming environments. For
example, a compiler based language may be more
powerful in terms of functional capability yet continuous
compilation, linking and perhaps downloading can be
extremely time consuming. On the other hand, an
interpretive language can be immediately modified and
tested without compilation, or linking. At this point, the
use of one language for all subsystems can significantly
reduce the programming complexity as well as the
manpower required to get the application on-line.

An area ofien overlooked during this phase of software
development is the end user or factory operator. While
the efficiency of the development environment plays a
significant role in bringing the process on-line, it must
also provide a rich graphical user interface (GUI.) Most
aerospace automation applications require one or more
operators in the loop 1o monitor the process. The
simplicity with which the process can be graphically
represented to the operator insures better participation

during part manufacturing. An efficient debugging
environment for graphic objects such as icons which
activate process functions is not available on many
control systems.

Once these development phases are complete and the
application is on-line, the software maintenance phase is
activated. Inevitably, the process requirements change as
the product is improved. Modification forces changes in
the application software and usually reprogramming of
some of the process programs. Here again, the
development environment is critical to making rapid
changes in the process. A system which supports off-line
development and test can be extremely cost effective in
the factory environment. Conversely, stopping production
to modify and test application code can be costly.

Control System Requirements

The issues of process complexity, control system and
language, life cycle costs, and previously successful
projects are considered during the planning and design of
an automation application. Because of the complexity of
acrospace manufacturing, the control system is usually
the host in orchestrating a process. There are many
simple operations being performed at Boeing requiring
PLC's and/or rudimentary control systems. The wide
range of complexities of applications forces Boeing to
choose different controllers for different applications.
Alternatively, standardization of control systems would
reduce the level of automation manufacturing by limiting
applications to the technological capabilities of the
control system.

Advanced applications may require a system which
controls 1 or more multi-axis robots and several
dependent/independent axes of motion. Dynamic
coupling of axes in some applications may also be a
requirement. Simultaneous control of serial
communications and digital I/O information may be
essential. Advanced applications may use machine vision
for inspection or vision guided motion. Moreover, a
prioritized response to critical interrupts during process
execution is usually mandatory. These pre-requisites
place a formidable load on any controller.

Factors such as multi-tasking capability, task
prioritization, and time slice assignment become
fundamental criteria for the controller's operating system.
Without these capabilities, the control system cannot
cffectively perform complex automation tasks. In
addition to operating system performance is the
efficiency and reliability of internal coupling between
hardware and software in a machine controller. The
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operating system running underneath the language is
usually hard coded to motion control boards, digital I/O
interfaces, hard disks, and emergency stop circuitry.
Multiple microprocessor systems controlling trajectory
generation, digital closed loop servo control, external
communications, graphics, vision, and power
management are all interdependent.

The application complexity determines which of these
factors are required to implement the process. Another
consideration in controller selection is the number of
axes and type of motion required. An application may not
have any motion control or it may be a multi-axis
machine with vision guided motion. This implies two
controllers with very different sets of functional criteria.
Thus another key factor in controller selection is the
configurability of the system. A control system which can
accept a number of optional subsystems to meet different
requirements provides a cost effective application
solution.

Collecting the topics and issues discussed in this paper
provides a general outline of problems which exist in the
manufacturing environment. There are still more
problems and new solutions being developed today in
factories around the world. This paper is not intended to
be a catch all of automation issues, but an insight into the
growing complexity of factory automation. The next
section discusses four case studies of systems currently
in use within the Boeing company. The general system
block diagrams are presented with a discussion of some
problems and solutions related to each system. The exact
details of the application are omitted in order to protect
any proprietary information.

Case Studies

System 1
System 1 uses an Allen Bradley 9/260 series controller to

perform processes on stringers and stringer clips. The
system executes RS274D coded programs and controls
two axes of motion using incremental encoder feedback
for positioning. Figure 1 depicis the hardware block
diagram for this system.

The operator control panel is part of the control system.
This controller has two serial communications port,: one
for DNC downloading of part programs from a file
server, the other retrieves data from a thermal scanner. A

specific DNC protocol had to be adhered to in order to

AB 9/260 | F5—=32 HP
Control RS-232 File Server
Panel
| Remote 1/0
Thermal
| 1/0 BLOCK | Scanner
| Wiring
| End Effector]
Figure 1
Number of axes 2
Number of I/0O's 60-70
Number of serial ports 2
End Effector 1
Languages PAL, SIPROM
Lines of code 800-1000
Table 1

transfer program files. A network analyzer was used to re
document and debug the transfer protocol. Only one RS-
232 port can be used at a time, as the second port is not a
fully functional RS-232 port. The communications
protocol is specific to AB. Different ASCII characters
sent to this port cause predefined functions to occur.
Thus, the limitations of the communications set reduced
the overall flexibility of the system while increasing
development time.

The application language for this system is ladder logic
(PAL). The development environment consisted of
separate software packages provided by Allen Bradley.
PAL code was developed off-line on a PC using an AB
editor package. The software was then downloaded to the
AB 9/260. Debugging was accomplished by running the
PAL programs while monitoring the process on a remote
PC. The application code could not be single stepped for
debugging. The monitor process can be started and
stopped only. Motion parameters include: gains for P, I,
& D, gain break-point parameter, following error limit.
There are no pole or zero adjustments for the digital
closed loop servo control.



System 2
System 2 uses conventional cutters mounted in an electric

router to trim the periphery of composite parts for
aircraft. Figure 2 depicts the hardware block diagram for
this system. The part periphery are defined to tooling
edges where a robot slides a router bushing. This system
uses a CimCorp CimRoc4000 controller to perform atl
robot motions. In addition, the router motors have
controllers to perform all router sensing and control of
the electric routers. Material handling shuttle tables are
controlled by PLC's based on digital signals from the
robot controller. There are over 128 digital input and
output points defined and three serial ports for the
printer, router controller and position probe. Software
was developed in C, running under DOS.

o Bs-232 SERE
400 Controller
,__O Dig. I/O L—
Dig. 1/0
Router
Sensors

Point to point wiring

Shuttle Tables u

Figure 2
Number of axes 7
Number of I/O's 200
Number of serial ports 1
End Effector Multiple
Languages C
Lines of code 30,000+
Table 2

The DOS/C development environment made use of
existing skills to efficiently implement a number of
operator security functions. Graphical user interfaces
were developed with the aid of a commercial graphics
package and libraries for serial communications and
ISAM databases were used extensively.

The most severe limitations were associated with the use
of a single tasking operating system (DOS). Minor
difficulties were encountered with network
communications owing to interrupt collisions between

the network card and communication cards needed to
direct the motion control cards in the real-time back
plane.

System 3

System 3 utilizes an AB 8600 controller interfaced to a 7-
axis JOBS Jomach 16. This controller manipulates the
Jomach 16 as well as various end effectors used in
fuselage assembly processes. Figure 3 depicts the
hardware block diagram for this system.This application
also uses 3 PLC's, one for interfacing to a tool
storage/retrieval rack, and two others for controlling the
position of tooling headers. All three PLC's are connected
to a host AB8600 using "Data Highway". Each of the
PLC's uses "Remote 1/O" for inter-PLC communication.

P re RS-232
AB 8600 PC

o — 0S/2

Remote| [ /O

i 5

Data }'Iighway

Panel View

Figure 3
Number of axes 9
Number of 1/O's 200
Number of serial ports 1
End Effector Multiple
Languages PAL,SIPROM
Lines of code 6,000+
Table 3

This system required dynamic coupling of axes during
end effector drop-off and pick-up. The controller
provided this capability through hardware partitioning of
the axes. Memory on the 8600 CPU was also partitioned
and used for up to 5 different tasks. Dynamically coupled
motion was achieved using Allen Bradley's Axis
Manager software.

The complexity of the application required the use of
PLC's in addition to the system digital I/O blocks.
Because of the difficulty in programming the PLC
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interface with the operator console, two Allen Bradley
"Panel View" systems were used. The PLC's use "Remote
I/O" to communicate with the operator consoles, and
discrete I/0 to activate motion control cards.

The system integrator used Siprom and ladder logic
languages to implement all process functions. The serial
communications protocol used by the AB8600 is specific
to the controller, and it was necessary to use a network
analyzer to determine how to implement reliable
communications with the AB8600. Programming tools
for graphics display were inflexible and poorly
documented. All GUI's and interfaces with the 8600 CPU
card cage were controlled via a PC.

Since the response times for probe contact were
inconsistent, programming custom probe routines for
probing normal to a surface was particularly difficult.
Machine motion in some applications was not as smooth
as expected, due to the length of the SIPROM code and
the loop execution time.

To interface a thermal scanner in this system required a
usable serial port. Further, coding of customized M-codes
routines in SIPROM were required for retrieving and
computing the thermal data.

File operations have some minor restrictions.
Downloading of files is limited to 6 ASCII characters for
file names. Formatted file lengths are limited to 255
records (132 characters per record). This forces new data
files to be created each time the 255 record boundary is
filled. Also, any formatted file read by the 8600 CPU
cannot be larger than 255 records. The record size
constraint creates further overhead in uploading data files
from the AB 8600 to company business systems. NC part
program files are unformatted so they can be as large as
memory allows. Deletion of files requires a manual key
insertion and editing privileges. Thus, operator lockout
was not possible, so data integrity could not be assured.
ie; operator can modify production files.

Software maintenance is difficult and costly due to the
structure of SIPROM code and the size of the PAL code
running on the PLC's. The single biggest problem with
this system is lack of memory. The machine controlier is
running at maximum capacity. Because additional
memory is unavailable, no new process can be added to
this system. For example, adding another RS-232 port
would require memory to set up a serial communications
structure. Any modifications to existing code is very
difficult. On the other hand, this system is currently
exceeding production goals in the factory.

System 4
The retrofit system consists of a 5 axis JOBS Jomach 16

with a sixth W feed axis, and a spindle. This system is
interfaced to an Adept A-series IC controller. The
purpose of the retrofit system is to provide a test and
feasibility workcell for various automation processes
under development within Boeing. Figure 4 depicts the
hardware block diagram for this system. The system goal
was to be extremely flexible, accommodating diverse
applications.

RS-232 PC

ADEPT IC File Server
Pamuxlbus \—‘ End Effector

Binary [/0
Expansion box #1 Thermal

| Scanner

Binary 1/0

Expansion box #2 é(?n‘::‘o); gtgl;)se(:le

Figure 4
Number of axes 7
Number of I/O's 100+
Number of serial ports 1
End Effector Multiple
Languages V/V+
Lines of code 15,000+
Table 4

The system uses 4 serial communications ports. One is
connected to an external PC for file transfer. Another is
connected to an operator control console (OCC). The
third is connected to a thermal scanner, and the last is
used for communicating to an end effector control
system.

The system uses more than 100 digital I/O's for process
control. Most of these are used in control of spindle
operations. Digital I/O is split into three groups: input,
output, and interrupt functions. Each of these groups can
be subgrouped into banks of 8 discrete 1/0's for
partitioning in software. The interface to the OCC uses
both RS-232, interrupt, and digital inputs. Because cycle
start and cycle stop functions are critical to NC
operations, a non-maskable interrupt is used to
acknowledge input form the OCC.



The Adept controller provided many functions used in
serial communications. For example, file transfer
functions from the PC to the Adept are buffered.
Although an in house transfer protocol is used, Kermit or
Xmodem could have been applied. Because the amount
of data read from the thermal scanner is small compared
to file transfer, communication is done asynchronously
without buffering.

The retrofit project benefits from using one language
capable of controlling I/O's, interfacing to an operator
console, defining serial communication formats, and
developing decision paths for the application software.
The language is efficient in supporting variable
definition. For example, a program must perform
automatic range changing of the spindle drive gearbox.
The application code was written using variables such as
sp.in.rng.1, and sp.in.gear1l.i to define the spindle gear
range and state of the gear 1 input sensor.

The tools for graphics were used extensively in
developing user interface screens. Features such as
buttons, icons, window and scrolling were implemented
in most of the application software. The language also
supported structured techniques which allowed for
modularizing the application code. Because of this, many
code modules are being reused in other applications
currently under development. On the other hand, the
language V+ is proprietary to the controller and required
some training before programming could begin. The
controller fully supported RS-232 and file transfer
functionality but was not equipped with protocols such as
Ethernet, SNA, or MAP. This shortcoming provided
difficulty in interfacing to company business systems.

Maintenance and life cycle costs of the software are
difficult to determine because code is always being
developed for new applications. It should be noted that by
developing modular functions and meaningful variable
definitions, most of the application code is understood by
reading it directly. Electrical maintenance of the system
is undetermined because the machine has not broken
down yet. Mechanical functions remained the same after
the integration.

NC Translator Application

In addition to the four previous case studies, there was a
requirement to develop an NC translator which could
read NC code developed for system 3 and execute it on
system 4. The application required exact replication of
NC motion with a control system using kincmatic
trajectory generation. The Adept controller uses built-in

kinematics during trajectory calculations. The kinematic
definition of the machine includes link lengths, joint
angles, joint configurations etc. The NC translator
application required encoding the NC joint positions into
WORLD coordinates for use by the control system's
trajectory generator. An NC controller moves the
machine joints to locations using linear or circular
interpolation. The G-codes being executed by the NC
machine determines the type of interpolation employed.
Conversely, a robotic controller uses kinematics to
compute trajectory points for driving the tool tip. The
robotic controller can then use linear or joint
interpolation to drive the machine in WORLD, TOOL or
JOINT space.

Path motion created unique problems with respect to
accuracy. A path may be represented by a series of
consecutive points. As the tool tip moves through these
points several events occur. The tool tip moves toward
point 1 while the control system is computing a trajectory
for point 2. As the tool tip approaches the target point 1,
it may move through that point or come close to it as it
moves towards point 2 in the path. The controller looks
ahead 1 point in the path and computes a trajectory to
that point. At some time in the trajectory, the tool tip
begins to move towards point 3 and so on. The velocity
and acceleration values directly affect the accuracy of the
tool tip in following the prescribed path. In machine
routing, the smoothness of the motion over a path is
critical to the quality of the new surface left behind by the
router blade. A constant velocity is required to make a
smooth cut.

The controller allows for tuning envelopes around
endpoints in motion but did not allow for definition of a
tolerance envelope around path points. A solution
required close spacing of path points in the NC program.
During path motion execution, the next point in the path
was broken down into a series of smaller constant
velocity moves. The machine structure of 5 axes together
with path slicing computations produced two wrist
configurations for the same point. Additional software
was written to assure wrist configuration was maintained
during path motion. The result allowed the machine to
follow paths dictated by RS274D G-codes even though
the trajectories were computed using forward and inverse
kinematics.

The NC translator requirements included simultaneous
execution of the following functions: a graphics display
including which NC block was currently executing; real
time monitoring of an auxiliary operator control console;
preparation of path points for tool trajectory; executing
proper motion as defined by RS§274D G-code standards.
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The application required the use of 3 tasks and several
internal software flags for inter task communication.
(1]
The multitasking capability of the operating system was
invaluable in coordinating the 3 application tasks.
Software was used to set task prioritization and optimize
stack sizes. This application is currently used to test NC
programs for developmental assembly concepls.

Future Work

If robots and machine tools are to realize their full
potential, controllers must improve their computational
performance, support reusable software and provide for
system extensibility. Open architecture controllers based
on accepted industry standard hardware, operating
systems, and application languages are arguably the best
way to support these improvements.

Machine controllers are typically two generations behind
the best available microprocessors. This performance lag
occurs due to lack of portability of control software as
well as robot and machine tool suppliers using
proprietary high level and assembly programs to
implement unique mini-kernels in lieu of a conventional
operating system. Control software written in ANSI C
with careful conformance to POSIX standard system calls
can be ported to new processors in a matter of days. The
use of standards further encourages software re-use, since
application code can often be re-compiled in the new
environment and linked into higher level software
designs.

Robot system extensibility demands a computing
hardware environment that enjoys high volume use and a
spirited development community to ensure an
uninterrupted stream of hardware to support emerging
requirements.

Boeing, in support of this approach, is developing open
architecture controllers and motion control libraries in
cooperation with several commercial vendors. The robot
controllers are VME based, programmed in ANSI C and
are POSIX compatible. Extensions to this work will
provide retrofit software applications to ease the
adaptation of open controls to new machines. Servo
tuning tools, simulation systems, calibration applications,
and upstream system interface libraries will be
developed during the next year or two.

The author would like to thank the following dedicated
automation and robotics engineers at Boeing for their
experienced input; Craig Battles, Rich Morihara, Stan
Munk, and Scott Muske.
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Abstract

The paper discusses the
incorporation of vision into a
robotic cell to obtain cell status
information and use this information
to influence the robot operation. It
discusses both mechanical and
informational solutions to the
operational issues which are present.

The cell uses a machine vision
system to determine information about
part presence in the shipping tray,
part location in the tray, and tray
orientation. The vision system's
edge detector algorithm is used to
identify the orientation of the
packing  trays. In addition,
different vision tools are used to
determine if parts are present in the
trays based on the unique
configuration of the individual
parts.

The mechanical solutions discuss
the handling of medium weight (10 -
25 1b.) parts at an average cycle
time of 3.1 seconds per part. The
robot gripper must handle 33
different models, three identical
parts at a time. This is
accomplished by wusing stacks of
rotary actuators and slides between
the stacks.

I. Background

One of our manufacturing
divisions was having an ergonomics
issue with their alternator packing
operation. The pack operator was
required to manually handle 500 15-
pound parts per hour. In addition, he
was required to handle one 25-pound,

22 inch by 44 inch shipping tray for
every 15 parts,

They requested assistance with
the development of a robotic cell to
unload their final test line, place
the parts into shipping trays and
handle the shipping trays. A dunnage
transporting conveyor was already
present, however, it was manually
controlled.

There are only two different
rating sizes for the alternators (95
amp - Medium Frame (MF); 130 amp -
Large Frame (LF)). However, there
are 33 different types of alternators
with the differences being mainly in
the mounting configurations. There
are 18 different possible
combinations of orientation moves
from the test line to the shipping
trays (3 positions on the test line,
3 positions on the holding fixture, 2
different tray orientations).

The alternator 1is assembled
using three through bolts (see Fig.
1). These bolts define the three
points at the bottom of the
alternator. The shipping trays have
the three points contained and
supported for shipping.

ILNCATOR

Fig. 1 Alternator

Copyright ® 1993 by Ford Motor Company. Published by the American Institute of
Aeronautics and Astronautics, Inc. with permission.
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The original layout of the
packing cell is shown in figure #2.

TEST LINE _—

Station Station
12 6

Station Station
1 35

OO,

Fig. 2 Layout

Control
Pasel

11, Mechanical Issues

A. The following 1is a partial
list of some of the major mechanical
problems affecting the automation of
this operation:

1. The shipping trays cannot be
modified in any way. These trays
were not designed for automation;

2. There are three different
orientations (to the part locators -
see Fig. 1) of the parts into the
trays;

3. The part spacing in the tray
is different for the medium size
alternator (medium frame) and the
large size alternator (large frame)
by .030 inch (0.76mm);

4, Some of the parts have
interference fits into the trays;

5. Because of the non-
synchronous operation of the test
line, three different parts could be
waiting at the unload station at a
given time.

B. Solutions to the above issues
are described below :

1. Because of the number and
cost of shipping trays in use, they
can not be modified in any way.
There are five different types of

trays based on the different sizes
and mounting configuration of the
parts. The trays were not designed

for automation and the standard grip
points are 44 inches apart.

Fig. 3 Shipping Tray

As the 44 Inch spread between
the tray grip points would make the
robotic gripper very large and heavy,
another grip location  was a
necessity. The only common internal
features to the different trays are
the four load support posts which are
hollow (Fig. 3).

2. Friction gripper devices
utilizing urethane die strippers and
individual remote center compliance
devices (Fig. 4) were developed to
work inside the hollow posts (Fig.
3). This friction gripper
demonstrated capability of moving
over 100 pounds while maintaining
enough stability to directly place
the tray into its next position.

Fig. 4 Friction Gripper'

3. As the parts have different
mounting configurations, there are



three different possible orientations
of the parts into the shipping trays.
The part orientation (to the
machining locator holes in the top -
Fig. 1) in the test line pallets is
not consistent between different part
types. The part orientation in the
shipping tray is also not consistent
between the different part types.

The multiple orientations
required would be a simple task for a
robot handling a single part.
However, the speed required to meet
cycle time, in conjunction with
handling the trays prevents this from
being a single robot system. The
initial solution was to have the
parts removed from the test line,
orientated into tray orientation and
placed into a 3-part holding fixture
by a robot. Then a second robot
would pick up three alternators at a
time and place them into the shipping
trays. It would also handle the
empty trays.

After a ROBCAD ™ simulation
showed that this process would only
achieve a cycle time of 5.0 seconds,
an additional small robot was added
to the system. There are now 2 small
robots removing parts from the test
line, orienting them and placing them
into four (4) 3-part  holding
fixtures. (Fig. 5)

The final layout of the packing
cell is shown in figure 5. The
robots, vision system and escape line
were added to automate the cell.

Based on this process, the third
robot's gripper must handle three
parts simultaneously. The gripper
must also be able to handle the three
different orientations for part
placement into the trays. Changing
orientation was accomplished by using
a stack of two Robohand Ultra Thin
Rotary Actuators (RR-46) capable of
180 degree rotation in each of the
three individual part gripper stacks
(Fig. 6).

4. The spacing between the LF
parts in the trays is different than
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Fig. 5 Final Layout

the spacing of the MF parts by 0.030
inch (0.76 mm).

The three-part gripper was

designed to change the distances
between the individual grippers by
using two THK slides with actuator
cylinders on each side (Fig. 6).
Identification of ©part type is

5. Some of the parts have
interference fits into the trays.
Because of this, individual stack
compliance devices were added. A
simple machined cone and spring
tension were used for the required
compliance (Fig. 7).

6. Because of the non-
synchronous operation of the test
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Fig. 7 Compliance Device

line, three different parts could be
waiting at the unload station at any
given time.

An escape line will be added to
the test line to hold the third part
type when needed. The other two

parts will be handled by loading one
into trays at Station 6 and the other
at Station 12 (Fig. 8). This is the
maximum number of different parts
which would be at the unload station
under normal operating conditions.

II1. Informational Issues

A. The following is a partial
list of some of the major
informational problems affecting the
automation of this operation:

1. There are no features on the
trays to insure they come to the pack
station in the same orientation;

2. Because of changeovers and
system fallout, a tray may return to
the pack cell partially full;

3. Part type identification is
required as the parts enter the
unload cell to insure proper
handling;

4. Each tray must be confirmed
as full prior to leaving the cell.

B. Solutions to the above issues
are described below

1. There are no orientation
features on the tray to insure that
they are stacked in a consistent
orientation. Therefore, they can
arrive at the cell rotated 180
degrees to each other. As the parts
can only be correctly placed into the
trays in one direction, the robot
must know the orientation of the
tray.

Vision has been wused for
inspection and location determination
for many years. In this application,
vision is used mainly to gather cell
status information.

As in most production situations
where vision is used, lighting is
critical. The selected system uses
an intensity meter and stops
operation if the 1lighting falls
outside acceptable ranges.

In order to determine the
orientation of a tray the vision
system's edge detector is used in two
opposite locations. This tray has
webbing which is missing at one of
the corners. Tray orientation is
determined based on where the webbing
is found and, as a safety for broken
trays, where it is not found (Fig.
9).

2. Because of changeovers and
system fall out, a tray may return to
the loading cell partially full. The
system must be able to identify the
position of parts in the tray to
prevent the refilling of those
positions.

In order to identify where parts
are in the trays, the vision edge
detector was tried first. Because of
the large number of air holes in the



Fig. 9 Tray Webbing

top of the alternator, a find/not
find limit was very robust. However,
because of a concern for debris in
the tray, this method is not usable
(a crumpled 8.5" x 11" piece of paper
had approximately the same number of
edges). The system was changed to
identify a specific feature, such as
the diameter of the alternator
pulley, to insure correct
identification of part present.

In order to communicate with the
robot, a method for identifying the
specific location in the tray was
developed and is shown below (Fig.
10).
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Fig.1l0 Part Location Identification

The large robot needs to know
where parts are present in the next
tray row prior to removing parts from
the holding fixture. This was

handled by using digital I/0 with
one vision system output for each of
the three positions in a row and by
having the robot request information
for the next row immediately after
releasing parts in the previous row.
The robot wused five outputs to
request information from rows 1 to 5.

3. The first robot must know
what part is presented by the test
line so the robot can properly orient
it for insertion into the holding
fixtures, or to diverted it to the
escape line, or to a specific robot
if the cell is unloading more than
one part. This is accomplished by
using the test line pallet magnetic
information card and a reader at the
unload cell.

4. The customer requested that
each tray be confirmed as full prior
to being released for shipping.

At the completion of loading row
five of a tray, the large robot will
request that the vision system
reconfirm that all 3 tray positions
contain a part for all five rows. If
a position is missing a part then the
system will stop operation and notify
the tender.

IV, Conclusions

The final system will wuse three
robots and one 4-camera machine
vision system to handle 15,000 parts
per day.

The use of a multi-purpose gripper to
handle both multiple parts and the
shipping trays will allow the cell to
achieve a average cycle time of 3.1
seconds.

This process development shows the
benefit of using machine vision to
solve cell informational issues. The
use of machine vision easily solved
complex informational issues which
would have required many elaborate
and costly sensors to accomplish.

Note: ROBCAD is a Trademark of Technomatix Technologies, Inc., Novi, Michigan.
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Abstract

The challenges of integrating a mobile robotic system
into an application environment are many. Most
problems inherent to installing the mobile robotic
system fall into onc of three categories:

« The physical environment —
location(s) where, and conditions
under which, the mobile robotic
system will work

« The technological environment
external cquipment with
which the mobile robotic system
will interact

+ The human environment
personnel who will operate and
interact with the mobile robotic
system

The successful integration of a mobile robotic system
into these three types of application environment

requires more than a good pair of pliers. The tools for
this job include: careful planning, accurate
measurement  data  (as-built drawings), complete
technical data of systems to be interfaced, sufficient
time and attention of key personnel for training on
how to operate and program the robot, on-sitc access
during installation, and a thorough understanding and
appreciation by all concerncd — of the mobilc
robotic system’s role in the security mission at the site,
as well as the machine’s capabilitics and limitations.

Patience, luck, and a sense of humor are also uscful
tools to keep handy during a mobile robotic system
installation.

This paper will discuss some specific examples of
problems in each of the three catcgories, and explore

Copyright © 1993 American Institute of Aeronautics and
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approaches to solving these problems. The discussion
will draw from the author’s experience with on-site
installations of mobile robotic systems in various
applications.

Most of the information discussed in this paper has
come directly from knowledge Icarned during
installations of Cybermotion's SR2 security robots. A
large part of the discussion will apply to any vehicle
with a drive system, collision avoidance, and
navigation sensors, which is, of course, what makes a
vehicle autonomous. And it is with these sensors and
a drive system that the installer must become familiar
in order to forcsec potential trouble areas in  the
physical, technical, and human environment.

Physical Environment:

What you sec is not always what your robot sees.
Picture a hallway § feet wide, carpeted. and 30 feet
long. Problem or no problem? Usually it's not as easy
as you think. 1 can walk down this hallway easily, why
can't the robot. Turn out the lights or have a few
drinks then try to walk down the hallway. Stubbed
your toc didn't you. We now have established that
even humans can have a problem walking down a
hallway, and we have a seif-righting mechanism:
arms. What arc the important aspects of the physical
environment 10 a robot? Anything that can affect
navigation or collision avoidance, such as floor
surfaces, walls, and obstacles.

Now that we know thc poiential hazards, let's start
from the ground up. Different floor surfaces causc
problems that are specific to cach robot and arc mostly
dependent upon the type of drive system. [f you could
require, by law, that all buildings use only one floor

N94- 30537



covering, which one would you choose? carpets?
wood? tile? or that bumpy pebble-type floor? Any
robot installer in her or his right mind would say tile.
It's mostly level, no bumps, and has a low coefficient
of friction.  Tile and poured concrete floors exist in
great quantities in the manufacturing world, but not so
much in the corporate world. Carpeting has its ups
and downs and is very deceiving. Most installers sce
thick plush carpet and hit the roof, they sce
indoor-outdoor carpet and get warm fuzzies. Maybe
not! Each carpet will have its own unique problems
related mostly to the under flooring, which you can't
sec. Some carpets will give back a sonar image; some
will slip on the floor; some will act just like a tiled flat
floor. Until you've run over it a few times, you'll never
guess what troubles the floor will create. Carpet may
affect your navigation through slippage, your collision
avoidance through sonar reflection, and your drive
system through increased frictions. Other than that,
carpet is a wonderful surfacc for robots. Most of the
same problems will recur for one of those pebble
aggregate concrete floors. They are very uneven and
generatc a great vibrational analysis atmosphere for
your system. This floor could be very hazardous 1o
your clectronics. No floor is ever simple. Even poured
concrete may have slopes, cracks, and dips. Although
working on thesc surfaces may not be simple,
remember that all these floor types have been -- and
arc being -- traversed by autonomous vehiclces.

After you've mastered the floor in your building, it's
time for the walls. I'm sure you arc wondering how
walls could cause a problem. It's the type of material
they arc made of, as well as what people put on them,
that create your problems. Sound-absorbent cubicles,
sheet rock, and concrete make up most walls in
buildings.

Sound-absorbent  cubicles may create a problem
depending upon the wave-length of your sonar. These
walls do not reflect all wavelengths of sound, and that
is a problem. At the frequencies used by Cybermotion
this is scldom a problem. Another problem with these
cubicles is that they are easy to move and may never be
in the same location from one day to the next;
therefore, they are not good navigational walls. If you
have no other options they are better than not
navigating at all.

Sheet rock is wonderful, usually the best surface that
you can imagine. The only down side is that everyone
loves to mount items on this type of wall. Door
moldings, fire hoses, firc cxtinguishers, water

fountains, and many other objects. The resulting
corner reflectors, as I like to call them, give an
excellent sonar echo return that makes mountains out
of mole hills. In a wide hallway where your vehicle
has room to pass these objects will not be a problem.
But in tight hallways you may choose to avoid these
arcas rather than reduce your safety by reducing
collision ranges.

The third type of wall is cinderblock. These concrete
building blocks are full of holes and bumps. This
rough surface generates some interesting echoes and
their effect definitely relates to how you use sonar in
your system. The Cybermotion SR2 can be modified to
ignore the false images that are returned from such a
rough surface. If you don't navigate using walls then
this part doesn't really matter.

So far we've discussed what's below, (floor) and what's
to the side, (wall). All that's left is what's in front of
you, (objccts). Walls and floors affected our drive
system, our collision avoidance, and our navigation
scnsors.  Obstacles affect our collision avoidance
sensors. There are two different types of obstacles:
fixed and floating. Every building has it's unique
fodder or floating obstacles. These include: mops,
displays, decorations, etc . During your walk through
of the facility you will see where these obstacles will
generally be located and you can plan accordingly. If
you can find out what day is trash day I recommend
that you visit the day before to see cverything at it's
worst. People are creatures of habit, and once you
learn their habits, you can plan around them. In one
particular instance a hallway was full of furniture. 1
thought it would be moved into someone's office, but
six months later I have been assured that it is still in
the hallway and is not going anywhcre in the near
future. Fixed obstacles are no problem, but make sure
that the vehicle has sufficient clearance to move
around them.

Once you figurc out where you want your vchicle to
travel based upon your information about floors, walls,
and obstacles, the Jast picce to the physical
environment you nced is an accuratc map of the
facility showing fixed obstacles and hallways. You
may be surprised 1o know that "as-built” drawings
rarcly exist; they are more like "as-planned.” You may
need to do some measuring to get the maps up to date.
Programming and debugging are much simpler with
an accurate map.
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Once we've mastered the building or physical
environment, our system is operating on single floors,
our paths are debugged, and the vehicle is working
perfectly, it's time to tie everything together through
the technical environment.

Technical Environment:

The technical environment is made up of external
equipment with which the mobile robotic system will
interact. These can include: doors, elevators, lighting
systems, etc. The question herc is: what must 1 controt
to run all of my paths with one robot? At Cybermotion
we don't normally offer robots equipped with door
openers and button pushers as an option. So far these
options arc extremely cost prohibitive and power
hungry. Other companics may have this option
available. So the trick is to call the elevator to the
right floors and get the door at the end off the hallway
to open and close at will. Many diffcrent approaches
have been taken to solve these problems. There is the
"Wec'll make sure that the door is propped open when
the vehicle is running” approach. Thesc good
intentions can work if it is someone's specific job to
make surc that the appropriate doors are open and that
you don't violate any firc codes. Otherwise it will not
get donc all the time, and you have to develop a
solution. You could choosc to install motion dctectors
to automatically open and closc for any movement.
This option requircs minimal installation but is a
potential sccurity problem if you want to restrict access
to the area. Your options are limited by your customer
requirements.  One option is an aulomatic door with
IR or RF receiver and a transmitter on the vehicle to
signal when the robot requires the door to be open and
closed. This option requires integration of
incxpensive hardware on your vehicle. If hardware
integration is not desirable, door access can be
controlled at the base station computer. This option
requires a communications link betwcen the door
mechanism and the computer. Part of the program
sent to the vehicle would be to open the door at a
certain time in the program. Each option is viable; it's
just a matter of deciding which one best matches the
job.

Personnel intervention, RF or IR link, and base
computer control, the options discussed above, can

be applied to most tcchnical environments. Even
elevators can be handled in this manner. Pcrsonnel
intervention should be used only if there is alrcady an
clevator operator in the building. Working with
elevators will requirc a controls interface provided by
the elevator manufacturer. Another option is to install
a poking device with vision recognition to ensure that
the vehicle gets off on the correct floor. This poking
mechanism will greatly increase the cost of the robot.
Both the IR or RF and the computer base station will
require information to be received and transmitted to
the elevator controls. You will nced an architecture
that will operate like your button-pushing finger.
Consider all the mechanisms with which the system
will be required to interact, and pick a solution that
can best handle all interfaces. Some day the
button-pushing finger may best suit the job, but that
day has yet to come. There is one more interface that
requires a special interface. The people interaction.

Human Environment:

The Human environment is made up of cveryone that
could possibly come in contact with the robot. As you
might have guessed, most of the biggest problems you
will have to overcome are in this environment. There
arc three basic groups of pcople that you will need to
work with: those who do not interact, those who
modify thc environment, and those who opcratc the
system. Every step of the way, you will have people to
train and you will have to explain the operation of your
system to cveryone from the janitor to the president of
the company. FEach system comes with a certain
amount of training. Usually the morc you know the
more cffective your system. What you don't know can
hurt you just as much as what you do know.

People who come into your facility while the robot is
running; such as visitors, cmployees that are working
late, and contractors, are those who do not interact
with your system. These people typically exhibit a
facial expression of amazement followed by the long
stare. This curiosity responsc as I like to call it only
lasts for about one minuic. After such time they
consider the vehicle part of there environment and
ignore it like everything clse.



Those who modify the environment, such as cleaning
people. can inadvertently create a difficult operating
cnvironment for vehicles. Buckets, mops, trash cans,
boxes, and vacuum cleaners are among the obstacles
that you may have to avoid or mancuver around. The
best solution allows everyone to complete his or her job
with minimal changes. Habits are hard to break. If
Mr. Clean always leaves his tub-o-trash in front of the
clevator, this is a problem. Give him a little
information about how the vehicle operates, and
possibly a note from his supervisor, you can start to
work replacing  habits that may inhibit vehicle
operation with habits that facilitaic operation. Once
the habit is changed, it's all down hill.

The opcrator may be the easiest -- or the hardest --
individual to get to cooperatc.  Some people love
technology and will be hanging on every word about
the system. Some are absolutely frightened. Some just
belicve that robots are replacing people; such people
can make your life miserable. Those who love
technology are very helpful and usually fast learners,
although their curiosity usually generates the need for
a few solutions. "I wonder if it can roll over "
or " What happens if I push ", Curiosity can
kill a robot. Those who have a slight fear of
technology can become your best operator. Patience is
required up front, but once they see that the robot does
not fall apart when they touch it, they get the bug to
lcarn. Best of all they become great teachers to those
who come on board after you leave. Then you have the
potcntial spoilers.  You cannot force technology on
people. Time may bring these people around to your
way of thinking, but the best you can hope for is that
they don't want to sabotage your project.

Robot installation is a test of skill, knowledge,
finagling. and endurance. When an installation is up
and running, and you're no longer needed for a helping
hand. it is a wonderful feeling that I hope you will get
1o expericnce.
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Abstract

This paper discusses the requirements and
preliminary design of robotic vehicle designed
for performing autonomous exterior perimeter
security patrols around warehouse areas,
ammunition supply depots, and industrial parks
for the U.S. Department of Defense. The
preliminary design allows for the operation of up
to eight vehicles in a six kilometer by six
kilometer zone with autonomous navigation and
obstacle avoidance. In addition to detection of
crawling intruders at 100 meters, the system
must perform real-time inventory checking and
database comparisons using a microwave tags
system.

l._Intr ion

High dollar and sensitive assets stored within
U.S. Government warehouses, ammunition
bunkers and storage yards are vulnerable to a
skilled intruder attempting to steal, sabotage,
embarrass, terrorize or exploit the U.S.
Government during peacetime. Targets range
from classified documents, electronic
equipment, personnel and small arms to nuclear
and chemical material.

General Accounting Office (GAO) report
NSIAD-92-60 notes that the Department of
defense (DoD) is losing millions of dollars of
inventory per year and conducts physical
inventory audits that vary by several billion dollars
from year to year. This problem is being
exasperated by the reduction of security and
inventory personnel due to the downsizing of
the DoD budget. A highly secure autonomous
intrusion detection systems (IDS) using robotic
technology would protect these assets in
addition to performing a physical audit of
inventory on a daily basis.

This system called the Mobile Detection,
Assessment and Response System, or MDARS,
consists of two parts - an autonomous interior
security robot and an autonomous exterior
robot. In October of 1993 Robotic Systems
Technology (RST) was awarded a three year
contract by the Program Manager for Physical

“Copyright 1993 by the American Institute

of Aeronautics and Astronautics, Inc. All rights reserved"

Security Equipment, located at Ft. Belvoir, VA,
to develop and demonstrate an autonomous
exterior security robotic system called MDARS-
E.

\L. Operational Envi i C

The MDARS-R system will be required to
operate within fixed areas such as storage yards,
office parks, dock facilities and air fields, both
within and outside the Continental United
States. Majority use will be in areas that are semi-
structured with clearly defined boundaries.
Within these areas will be structures of many
shapes and sizes. The system will be required to
operate on concrete and blacktop roads,
crushed stone roads, or semi-flat rough terrain,
and have the ability to cross railroad track or other
small obstacles. Most of the areas will be limited
access areas, with only security vehicles allowed
after duty hours. Operations will be 24 hours a
day in fog, rain and snow conditions.

Up to eight MDARS-E will be operating
simultaneously in a six kilometer by six kilometer
area or zone. This area will consists of a mixture
of different storage bunkers and facilities and
warehouse areas. Following a random path, a
system will be autonomously looking for
intruders or performing barrier and/or inventory
assessment on the storage facilities.

During this time, video and status data will be
continuously relayed back to the control station
for potential collection, however the operator will
not be actively involved with any of the systems.
His job is to respond only if an anomaly is
detected. Once an anomaly is detected by the
system, the operator is alerted. He will then take
over control of the system via teleoperation for
final assessment. If he decides that a false alarm
situation occurred, he will put the system back
into autormatic mode. However, if a real problem
is detected, the operator can use the MDARS-E
vehicle to respond to the threat or he can send
in a manned patrol unit.

Ill. Requirements

The MDARS-E Requirement document and



the draft Concept of Operations paper define
the following requirements for the MDARS
exterior system :

» Have a full teleoperation mode that will allow
the operator to perform assessment and
respond to threats.

* Simultaneous autonomous operation of up + Be able to automatically query and update

to eight MDARS-E systems within a six
kilometer by six kilometer zone.

* Be able to travel both random and
deterministic paths on road and rough
terrain.

Have a navigation system accurate to less
than 0.3 meters within the six by six
kilometer zone.

» Normal operating detection speed of 5
kilometers per hour (1.4 meters per
second). Maximum teleoperation response
speed of 25 kilometers per hour.

« Detection of crawling and/or running
intruder from 2 to 100 meters over a 360
degree horizontal field of view.

» Probability of intruder detection between
90 to 95 % with no more than one
nuisance/false alarm per platform per eight
hour shift.

* Have an intruder detection system capable
of penetrating smoke, fog, dust and
precipitation.

« Provide an alarm if vehicle is tampered with.
¢ Operate on 10 degree slopes.
* Diesel primary motive power.

* Provide video, status, and command data to
the main control station using a non-
jammable, non-detectable communication
link.

« Automatically avoid obstacle or prevent
running into obstacles with a desired 100%
assurance rate.

* Provide self-contained power capability for
a minimum of eight hours continuous
mobile operation.

¢ Be able to operate in an environment which
contains fixed IDS sensors. Operate also in
conjunction with the MDARS interior
systems.

lock status on ammunition bunkers using a
microwave detection system on a real-time
basis.

* Be able to automatically collect inventory
data of bunker contents using microwave
tag collection system and compare to
known inventory on a real-time basis.

*e Be able to autonomously check the status
of fixed barriers such as doors or fences.

* Have ability to detect exterior fires.

* Provide continuous video to the operator
control station from all eight system for
potential simultaneous recording and data
collection.

Provide bi-directional audio information.

» Be designed so that production cost in lots

of 200 is approximately $150,000 per
platform.

. Preliminary Desi

Currently RST is involved in the preliminary

design stage with. For design purposes, the
system has been broken into seven different
areas. These areas are:

* Navigation

* Obstacle Avoidance

* Intruder Detection System
Lock/Inventory Monitoring
Communication

* Vetronics/Platform

* Command and Control

Our approach in all of these areas is to have a

primary and secondary method to ensure
mission success. Candidate solutions are
discussed in the following sections.
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Navigation

The navigation system will depend on two
primary position approaches - a highly accurate
low-cost Radio-Frequency (RF) locating system
using 3 fixed base stations and vehicle dead
reckoning. The output of both of the system will
be fed into a Kalman filter to obtain an absolute
position less than 0.15 meters over the six by six
kilometer zone.

Using a infogeometric code division multiple
access RF spread spectrum system, we will be
able to obtain accurate position and bearing data
- in essence a virtual navigation sensor. In order
to ensure constant communications with the RF
locating systems, we will operate on three
simultaneous, redundant spread spectrum
frequencies - 50 Khz, 1920 Khz, and 2400 Khz.
This approach will make our system virtually
unjammable and unbreakable with encrypted
codes. Another advantage of the system is that
every vehicle knows the position of every other
vehicle at all times.

RST's software navigation methodology
approach is to use position measurement data to
provide position matching to a digital map. This
map, in addition to terrain and path data, will
contain location of expected landmarks,
microwave tags, obstacles, and any other
important items (this map will be used to control
both navigation and detection/assessment
behaviors of the system). This data will be
incorporated using a combination of proven
navigation software methodologies that has
developed and demonstrated on the MDARS
interior platform. These concepts include:
Virtual Paths, Fuzzy Fit, and Event Driven
Reentrant Behaviors.

Virtual paths is the division of routes into
short, concisely defined, and easily modified
path segments that are combined to form
complete route programs which allow the vehicle
to navigate between any two points in the
system. Each path segment contains all the
navigation, control, and personality data required
to permit the robot to perform its mission along
the segment.

Our unique fuzzy logic algorithms extend
fuzzy logic to include the concept of two
dimensional degrees-of-membership. Using
these techniques, sensor inputs are
automatically tested against a position estimation
and confidence. Data is accepted (or believed)
in proportion to its level of agreement. Using this

technique, past sensor readings are
automatically integrated with new data with the
result being that the vehicle exhibits smooth,
accurate, and purposeful control even in the
presence of erratic navigation sensor data.

Under the virtual path approach, the vehicle
attempts to close on and navigate along a
precise path. To accomplish this, the vehicle
must use event driven reentrant behaviors to
change behaviors as the result of both expected
and sometimes unexpected events. An
example of an expected behavioral change
would be the beginning of a turn to join smoothly
with the next path segment. An example of an
unexpected event would be the required
circumnavigation of an obstacle.

Another recent navigation methodology
development is a clean and simple technique
that permits the vehicle to change behaviors
while maintaining the context of each behavior
for possible reentrance. For example, when a
vehicle has finished a circumnavigation
maneuver, it can return to the normal routine of
collecting and processing navigation data
without the loss of previous landmark
information.

Obstacle Avoidance

Because of the high reliability required for
the obstacle avoidance (OA) system, we are
planning to use three different sensor methods.
The first approach is a vision based system using
a front facing stereo camera arrangement for
object detection. The image processing of this
data will be handled through time-sharing the
same electronics designed for the Intrusion
Detection System image processing (see next
section).

The second method is the use of an array of
ultrasonic sensors in the front of the vehicle.
One low cost concept that we are currently
exploring using three transmitting sensors and a
single receiving sensors. With the proper signal
processing, we will be able to derive a 3
dimensional acoustic image out to 10 meters
with spatial resolution of around 3 inches. This
approach would provide 100 degrees of
horizontal and vertical coverage.

Finally we are examining several low cost
radar systems that are currently on the market.
Final selection will be made after a full evaluation
on our remote controlled testbed.



Intruder D ion m

The primary IDS system will be vision based
using a thermal imager (FLIR) and a pair of image
intensified Gen 3 cameras specially arranged to
reduce the motion parallax problem. Using a
stop and stare technique with a rotating mirror,
we believe that this configuration will allow the
detection of both running and crawling intruders
while the vehicle is moving. We will be looking
for motion, color cues, thermal hot spots, shapes
and the presence of object in clear areas. As
the backup method, we are examining several
concept including an unique pulsed radar
technique and a scanning laser system.

David Sarnoff Labs has pioneered the
development of pyramid (wavelet) technology
for computer vision. The pyramid is a multi-
resolution image representation that provides a
framework for implementing fast algorithms for
motion, stereo, and visual search tasks. The
pyramid/wavelet representation also facilitates
object recognition by isolating key features
based on scale, orientation, and texture or
spatial/temporal pattern characteristics. The use
of pyramid technology can provide
enhancements in system speed (or reductions
in system size and cost) by factors of 1000 or
more compared to conventional approaches.
This technology makes it possible, for the first
time, to build a sophisticated vision system for
real time applications using modest hardware.

The video processing functions provided
are summarized in Table [. The test system is
designed to support multiple vision functions
simultaneously. Most functions will be
processed at full video rate, 30 frames per
second. Stereo and motion vision processing
functions share hardware modules so these
functions will normally be performed in alternate
frame times, each at 15 frames per second.

The prototype vision system consists of a
set of custom processing modules mounted on
approximately 6 VME boards. It will be housed in
a box measuring roughly 15 by 15 by 10 inches
(without power supply), and will consume
roughly 120 watts of power. Both size and
power will be reduced significantly in future
implementations of this system.

The vision system is capable of processing
data from three camera channels at once, and it
can switch between cameras on a frame by frame
basis. For example, the system might process
the FLIR camera and two stereo cameras during

one frame time, then switch to the three
channels (RGB) of a single color camera the next
frame time.

The vision system is organized in a parallel
pipeline architecture. The processing modules
are connected to a specially designed backplane
that can transter images along 32 separate
pathways simultaneously. The vision functions
(motion, stereo, etc.) are implemented as
software programs that control the flow and
processing of image data. The system includes
three digital signal processing (DSP) units and a
microprocessor for control and analysis. An
external disk is used to store reference images
and other data. A display module is provided to
overlay graphic information on displayed video.
This is used both in system development and
in presentation of information to a human
operator.

This vision system design contains the
flexibility to upgrade or replace vision functions
through modifications to the software programs
and through the addition of new processing
modules.

The design of the video processing system
proposed for MDARS testing is based on a
moving target indicator (MTI) system built by
Sarnoff for the Army Mission Command and
delivered in June, 1992. It was designed to
detect and track moving targets from a moving
platform. While still under test and evaluation at
MICOM, this system has already proven
remarkably capable and can detect even smali or
camouflaged targets while the camera is moving.
The MTI system is a prototype built on two
custom 9U VME boards. Total parts cost is
roughly $12,000, and power consumption is
120 watts.

The MDARS vision system will be an
improvement of the MTI design in four important
respects. First, the system speed will be
increased so that it can perform motion analysis
at 30 frames per second (the MICOM MTI system
processes 15 frames per second). Second, the
processing modules will be modified slightly to
support stereo as well as motion analysis. The
same processing modules perform electronic
image stabilization and registration to reference
images . Third, further modest additions will be
made to the processing capabilities to support
the other vision function (e.g., color and
texture). Finally, a new backplane will be added
to support flexible data communications.
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Table | Functions of the Video Processing System

Vision Functions

MDARS Task Served

Specifications

Motion Vision
(stationary)

To detect moving objects while the MDARS vehicle is
stationary and the cameras are panning. This is required for
detecting intruders.

can detect camouflaged
objects

can detect small or distant
objects (one or two pixels
in size)

30 frames/second

Stereo Vision

To determine the distance to objects and the orientation and
shape of the road surface. This is required to determine
distance to moving objects, to determine whether they are
within a secured area, and to estimate their size. It is also
required to detect objects or ditches in the path of the
vehicle while driving off road (pursuit mode).

*

10 to 30 stereo frames per
second

1/10 pixel disparity
precision

Registration to
Reference
Images

To detect minute-to-minute or day-to-day changes in a
scene. This is required to detect intruders who stand still
when cameras are directed towards them, and move
between camera scans. It is also needed to monitor stored
inventory for tampering or loss.

images aligned to 1/20
pixel

compensates for errors in
camera positioning

30 frames/second

Electronic Image
Stabilization

To compensate for erratic camera motion as the vehicle
moves over rough terrain. This is required for human
viewing in the teleoperation mode, and for computer vision to
maintain frame to frame correspondence.

compensate for image
translation and rotation

1/20 pixel precision
30 frames/second

Pattern Vision

To determine object shape. This is required for
discriminating between humans, vehicles, and animals when
they are detected as moving objects in a scene.

10 frames/second

Landmark
Recognition

To identify visible landmarks such as buildings, trees, poles.
This provides data for refining estimates of the vehicle's
position based on stored maps. It also guides the vehicle to
standard observation points for observing inventory using
reference images.

accurate to 1 foot

less than 3 seconds per
position update

To classify objects based on color. This improves reliability

generates a set of

Color of target detection and discrimination. It also improves the compact color maps
system's ability to detect obstacles in the road. » 30 frames/second
To detect irregular patterns in the road that may signify * generates a set of
Texture obstacles or a rough surface. This is required for driving on compact texture maps

rough terrain.

30 frames/second

Detection on the
Move

To detect intruders while the vehicle is moving. Primarily a
software improvement over fixed motion detection

can detect while vehicle is
moving

30 frames/second




Lock Monitori

The RST contract requires the MDARS -E
system to interface to the U.S. Army developed
RF secure lock system and the RF inventory tag
system. Jointly, the MDARS interior and exterior
program will develop a common database
structure for cataloging and up-dating inventory
as information is gathered in real-time.

Communications

The same RF system used for navigation
location will also provide the transmission
medium for video and command and status data.
Each of the three frequency used will have the
capability to transmit 256 kbits of information.
The 50 Khz channel will be the primary data link
due to its non-line-of-sight ability. The other two
line of sight channels will be backup in case of
jamming or other interference.

We will use real-time data compression
techniques to reduce the black and white video
image to under 256 kbits per second. Command
and status data will be transmitted in a bi-
directional 4800 baud channel. Audio data will
be overlaid with the video during the
compression process using multi-media
technology.

Vetronics/Pl rm

Current plans are to build a hydrostatic
driven six wheel, all wheel drive platform. This
platform will be 84 inches long, 51 inches wide
and 30 inches tall with a center of gravity that will
allow it to operate on 40 degree sideslopes.
Each wheel will have independent suspension
for maximum rough terrain capability. A diesel
engine driving a hydrostatic propulsion system
offers several advantages over a convention
mechanical drivetrain. These are:

* The diesel engine operates at a constant
speed within its optimal power range.
Because the speed is constant, it is easier to
shock isolate the engine vibration and to
reduce engine noise.

* Electronic vehicle control is only two wires to
a flow control valve and two wire to the valve
controlling the ackerman steering system.

* Individual wheel motors lowers the center of
gravity and pushes weights to the outside
edges of the platform, making it more stable
on sideslopes. Conversion to an all electric
drive is easy with the replacement of the
hydraulic motors with electric motors if
desired.

* Hydraulic components are proven
technology, rugged, immune to dust and
low cost.

The basic vehicle electronics will be VME
based. Our design will use the Controller Area
Network (CAN) local area network for
communication between subsystems. Software
programming will be initial done using the "C*
language and VxWorks, with eventual
conversion to ADA by the third year.

Command and Control

The command and control station is being
developed under the interior MDARS program.
This console control up to 8 interior systems, 8
exterior systems and interface with any fix sensor
system.

Electronics in the control station will allow for
data recording of status and video data from all
16 system simultaneously. This data will provide
an historical record of events and will assist the
operator in the manual assessment part of his
job.

V. nclusion

The program schedule defines three major
milestones. In January, 1994, RST will
demonstrate key technology components in a
standalone fashion. In January of 1995, RST will
demonstrate two fully working systems at our
facility. During the last 12 months, we will install
and test the systems at a military site. During this
12 month period we will also be allowed to
modify systems hardware and software
components if required. At the end of this
period, a formal acceptance test will be used to
validate the exterior MDARS concept.
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Abstract

In this paper, we discuss cooperative work by Oak Ridge
National Laboratory and Remotec®, Inc., to automate
components of the operator's workload using
Remotec's Andros telerobot, thereby providing an
enhanced user interface which can be retrofit to existing
fielded units as well as being incorporated into new
production units. Remotec's Andros robots are presently
used by numerous electric utilities to perform tasks in
reactors where substantial exposure to radiation exists,
as well as by the armed forces and numerous law
enforcement agencies. The automation of task
components, as well as the video graphics display of the
robot's position in the environment, will enhance all
tasks performed by these users, as well as enabling
performance in terrain where the robots cannot
presently perform due to lack of knowledge about, for
instance, the degree of tilt of the robot. Enhanced
performance of a successful industrial mobile robot
leads to increased safety and efficiency of performance
in hazardous environments. The addition of these
capabilities will greatly enhance the utility of the robot,
as well as its marketability.

Introduction

The robotic system described in this paper results from a
cooperative effort by the Center for Engineering
Systems Advanced Research (CESAR), at Oak Ridge
National Laboratory (ORNL), and Remotec®, Inc., a
company located in Oak Ridge, TN. CESAR, sponsored
by the Engineering Sciences Program of the
Department of Energy (DOE) Office of Basic Energy
Sciences, represents a core long-term basic research
program in intelligent machines. CESAR research
includes studies in multiple cooperating robots, multi-
sensor data analysis and fusion, control of mobile robots
and manipulators, machine learning, and embedded
high performance computing. With support from the DOE
Office of Nuclear Energy, CESAR has been performing
applied robotics research, systems integration, and has
provided overall coordination and management of a

Research supported by the Office of Nuclear Energy, Office
of Technology Support Programs, U.S. Department of Energy,
under contract No., DE-AC(5-840R21400 with Martin Marietta
Energy Systems, Inc.

This paper is declared a work of the U.S. Government and
is not subject to copyright protection in the United States.

consortium of four university research groups (Florida,
Michigan, Tennessee, Texas) in a program aimed at
robotics for advanced nuclear power stations and other
hazardous environments.

Remotec is a world leader in research and development
of remote robotic technology for hazardous operation in
nuclear plants, police/military explosive ordnance
disposal, and fire fighting. The company's family of
robots have found a worldwide clientele. They are
being used by several nuclear utility industries and
national research laboratories to perform waste
handling, surveillance, and surveying. This paper
describes the addition of a system of sensors, encoders
and the required computing power to integrate the
information gleaned from these sensors to enhance the
teleoperation of a successful industrial mobile robot. All
hardware additions are performed in a manner which
preserves the factory-designed resistance of the chassis
to environmental contamination. Moreover, as will be
described in detail below, the functional additions which
enhance the teleoperation of this robot are done in a
manner which preserves the original factory
functionality. This is desirable because the retrofitting of
an enhanced interface to existing robots should require
as little additional training of already skilled operators as
possible.

he An

The mobile platform of the ANDROS robot, shown in
Figure 1, consists of six cleated tracks including a pair
of main driving tracks. Separate motors to drive two
pairs of auxiliary tracks: a pair of articulated front tracks,
and an additional pair of articulated rear tracks. This
unique design enables the robot to climb stairs and
slopes, crawl over obstacles and ditches, make turns in
tight spaces, raise the entire robot body, and
maneuver over rough terrain with different surface
conditions. The ANDROS manipulator arm has five
degrees-of-freedom (DOF), with a 210 degree pivot
range for both shoulder and elbow. An additional DOF
is provided by a torso rotation joint, in addition to the
platform mobility. This configuration allows the arm to
occupy a minimum space for its home position while

This paper is declared a work of the U.S. Govemment and is
not subject to copyright protection in the United States.



Figure 1. Andros Mk VI telerobot with control console in background.

providing maximum reach by folding down and
extending straight out, respectively. Each joint is
manually controlled with variable speed by individual
switches on the control station. The wrist has pitch and
six-inch extension capability, as well as continuous
rotation, and the gripper has two parallel fingers
controlled by servo-motors. The maximum lifting
capacity is 40 kg.

The control station, shown in the bac«ground of Figure
1, consists of a switch pad with all the switches required
to operate the ANDROS robot; a control console with a
color television monitor, speaker, and microphone; and
a console cable reel with a manual brake and hand-
crank for the 100-m tether. Two video cameras are
mounted aboard the chassis: a monochrome fixed-focus
camera with automatic aperture is attached to the arm,
and serves as a navigation camera when the arm is
parked in the home position; there is also a color
camera mounted on an extendible tower with pan, tilt,
zoom, and focus capabilities under operator control.
This camera serves as a general surveillance camera
for both navigation and manipulator arm tasks.

In addition to the two-camera video feedback from the
robot, two-way audio communication is available
through a microphone/speaker system aboard the
chassis and on the console. All told, there are 24 control
functions on the control panel of the console, including
the talk and volume switches for audio communication.
Manipulating these control devices to smoothly control
the robot and accomplish a task in the workplace

requires considerable skill and practice on tne part ot
the operator. In situations where the robot is out of direct
sight of the operator, work must hait while the two
cameras are used to assess current robot pose and the
surrounding environment.

rkl nsideration

Excessive workload on an operator of such a telerobot
can degrade or slow down performance due to the
number of task components which are manually
performed. These components include manipulation of
the cameras to monitor robot pose and tether placement,
as well as to observe the effects of remote actions on the
surrounding environment. In many cases, task
performance must be interrupted to permit the operator
to observe changes in robot pose as work progresses.
The capacity to provide sensor feedback to the operator
about robot position, articulator and arm position, and
proximity of obstacles in the immediate environment,
would greatly enhance overall performance of the
system. In addition, automation of task components
requires sensory feedback from the environment as well
as encoder feedback about the positions of various
robot components.

The procedure of automating a telerobot requires the
addition of computer power to the robot, along with a
variety of sensors and encoders to provide information
about the robot's performance in and relationship to its
environment. Custom software is required to integrate
the encoder and sensor information and to use this
information to provide automated control input to the
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Fig. 2a. Factory configuration of Andros Mk Vi robot and control console

GO

VME rack with
M68040 CPUs

Sensor/encoder
feedback from

Fig. 2b. Additional computing power added to Andros Mk VI robot and control console

Figure 2. lllustration of original and enhanced Andros robot configuration.

robot. To be most effective, a variety of tasks must be
automated, including obstacle detection and avoidance,
planned manipulations by the arm and end-effector, and
eye-gaze control of video camera pan and tilt. Addition
of these capabilities will greatly enhance the
teleoperation of an already successful industrial mobile
robot. In order to accomplish these enhancements, a
cooperative research and development agreement
(CRADA) has been implemented between Remotec and
ORNL. This CRADA involves equal inputs of time, effort
and money on the part of both parties in order to create
the enhanced robot described.

Enhancements to the Andros robot

As described above, the enhancements to the Andros
robot require the addition of environmental sensors,
encoders for the various robot movable parts, and
computing power to provide the intelligence to integrate
sensor and encoder information and provide automated
control. The factory configuration uses an RS-232
digital data link (tethered or wireless) between the
console processor and the onboard control processor.
Analog control actions at the console are converted into
digital signals and packaged and sent to the robot
where they are decoded and converted back into analog
signals to control the various motors on board. This
design configuration permits relatively easy addition of
computing power to integrate the added functions. As
illustrated in Figure 2, the additional computing power is
incorporated into the robot system by means of insertion
into the RS-232 link.

The computing power added to the system is
incorporated into a computer board cage (VME) in the
form of two cards each containing a Motorola M68040
central processor unit (CPU) with associated memory
and other necessary data processing devices. The cage
is mounted on a custom-designed plate which attaches
to the robot at the base of the panftilt camera tower is
such a was that there is no permanent alteration to the
configuration of the robot. This is desirable because the

unit needs to be usable as a telerobot to perform tasks in
contaminated areas which might arise during the course
of this project. Therefore, one of the important goals of
the CRADA is to be able to recover the original factory
configuration of the robot, and to add the needed
equipment in such a way that no permanent alterations
are done which would, for example, reduce the
contamination resistance of the unit.

One of the two added processors handles the incoming
signals from the sensors and encoders aboard the robot.
These data are processed through an analog-to-digital
(A/D) signal converter prior to being sent to the first
processor. This processor interprets and stores the
incoming data, updating the data tables with new sensor
and encoder information as required. The second CPU
serves as a monitor of the control signals generated by
the operator and sent along the RS-232 link. This
unique arrangement permits this processor to either
pass the control signals along unmodified or to alter
them so as to modify the commands before they reach
the control CPU in the robot. When the monitor CPU
provides no signal modification, the robot operates
exactly as the factory delivered it, in keeping with the
CRADA goal of preserving the original factory
specifications as a fall-back position.

Functioning of the enhan ntrol m

When the added control CPU functions to alter the
control signals, it serves to move the robot from a totally
teleoperated mobile robot in the direction of autonomy.
Figure 3 depicts the now widely accepted situation in
robotics in which high degrees of autonomy are
attainable only in relatively simpie tasks (the area under
and to the left of the curve in Figure 3). The arrow
pointing to the shaded oval in the upper right indicates
the direction in which we are moving with the added
computing power on the Andros. As more and more
task components are automated, the robot becomes
more fully autonomous. With the flexibility of the present
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Figure 3. Diagram relating task complexity with degree of autonomy obtainable by
most present-day robotic systems. The upper right oval represents the deisrable
goal of high autonomy for very complex tasks.

system, different degrees of autonomy can be achieved
as appropriate in different task environments.

Certain of the automated functions are planned to be
permanent, while others may be invoked at some times
and not at others. Many of the permanent functions fall
into a class which can be designated as safety functions,
and represent functions toward the lower left of the
arrow in Figure 3. For example, the original robot is able
to contact the pan/tilt camera tower with the manipulator
arm, and it is the operator's responsibility to prevent this
from occurring. With the enhanced control system in
place, a software-derived envelope has been created
around the camera tower, thus precluding accidental
contact by the arm. Similarly, a variety of "illegal
configurations and poses can be defined which will
protect both the robot and the environment from
undesirable or dangerous situations. In this capacity,
the CPU which monitors the control inputs simply
changes the control commands to prevent the
undesirable configuration from arising. This includes
stopping the robot if it attempts to navigate a slope which
is too steep in either pitch or roll, or if it is about to collide
with an obstacle about which the operator is unaware.

Additional intelligent or automated capabilities serve to
move the system toward the upper right along the arrow
in Figure 3. At the simpler levels, these functions might
include automated obstacle negotiation, manipulator or
end effector tasks, and path planning. For example, a
variety of repetitive manipulator tasks such as valve
turning might be automated. In this case, the operator
would position the robot so it could perform the valve
closing, and the additional onboard CPU would assume
the responsibility for actually closing the valve. At more
complex levels of task automation (farther up and to the
right in Figure 3), greater degrees of machine autonomy
become involved, as more complex tasks are performed
without operator intervention. This is one of the
purposes of designing the enhanced operator interface
for the Andros robot, and represents the type of new

interface which will be fit to both existing and new
examples of the robot line.

r It -m

In addition to serving as the testbed for developing the
enhanced interface just discussed, this prototype system
provides the opportunity to experiment with ‘he
advantages and disadvantages of varying degrees of
task automation. These issues are of current interest in
both aircraft cockpit automation and in the new designs
of inherently safe nuclear reactor design (Spelt, 1993).
Research in these areas indicates that operator
boredom and takeover transients, when operator action
is required, are a source of increased human error in
highly automated systems.

Certain of the automated functions are planned to be
permanent, while others may be invoked at some times
and not at others. Many of the permanent functions fall
into a class which can be designated as safety functions,
and represent functions toward the lower left of the
arrow in Figure 3. For example, the original robot is able
to contact the panttilt camera tower with the manipulator
arm, and it is the operator's responsibility to prevent this
from occurring. With the enhanced control system in
place, a software-derived envelope has been created
around the camera tower, thus precluding accidental
contact by the arm. Similarly, a variety ot "illegal”
configurations and poses can be defined which will
protect both the robot and the environment from
undesirable or dangerous situations. In this capacity,
the CPU which monitors the control inputs simply
changes the control commands to prevent the
undesirable configuration from arising. This includes
stopping the robot if it attempts to navigate a slope which
is too steep in either pitch or roll, or if it is about to collide
with an obstacle about which the operator is unaware.

Additional intelligent or automated capabilities serve to
move the system toward the upper right along the arrow
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in Figure 3. At the simpler levels, these functions might
include automated obstacle negotiation, manipulator or
end effector tasks, and path planning. For example, a
variety of repetitive manipulator tasks such-as valve
turning might be automated. In this case, the operator
would position the robot so it could perform the valve
closing, and the additional onboard CPU would assume
the responsibility for actually closing the valve. At more
complex levels of task automation (farther up and to the
right in Figure 3), greater degrees of machine autonomy
become involved, as more complex tasks are performed
without operator intervention. This is one of the
purposes of designing the enhanced operator interface
for the Andros robot, and represents the type of new
interface which will be fit to both existing and new
examples of the robot line.

rer rch rator- hin n

In addition to serving as the testbed for developing the
enhanced interface just discussed, this prototype system
provides the opportunity to experiment with the
advantages and disadvantages of varying degrees of
task automation. These issues are of current interest in
both aircraft cockpit automation and in the new designs
of inherently safe nuclear reactor design (Spelt, 1993).
Research in these areas indicates that operator
boredom and takeover transients, when operator action
is required, are a source of increased human error in
highly automated systems.

Ultimately, this system has the capability to perform
complex tasks autonomously, using sensor-based
feedback from the environment. As a result, this system
will serve as a research vehicle for research into the
manner in which automated task components can be
seamlessly integrated with operator-performed
components to yield a system which is capable of
functioning in hazardous environments in a way which is
both safer and more efficient than can be done under full
teleoperation. Neither the manner nor the degree of
task automation are intuitively obvious to observers of
this process. Systematic research is required, in a
variety of situations, to explore the most effective ways of
capitalizing on the capabilities of both the human
operator and the intelligent robot.

Andros robots are presently used by numerous electric
utilities to perform tasks in reactors where substantial
exposure to radiation exists. They are also used by the
armed forces, as well as numerous law enforcement
agencies. The automation of task components, as well
as the video graphics display of the robot's position in
the environment, will enhance all tasks performed by
these users, as well as enabling performance in terrain
where the robots cannot presently perform due to lack of
knowledge about, for instance, the degree of tilt of the
robot. Enhanced performance of a successful industrial
mobile robot leads to increased safety and efficiency of
performance in hazardous environments. The addition
of these capabilities will greatly enhance the utility of the
robot, as well as its marketability.
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CONTROLLING MULTIPLE SECURITY ROBOTS IN A WAREHOUSE ENVIRONMEN1

H.R. Everett, G.A. Gilbreath, T.A. Heath-Pastore, R.T. Laird , oy
‘—‘J - ....“
Naval Command Control and Ocean Surveillance Center . - ?
RDT&E Division 531 e ’
San Diego, CA 92152-7383 y) /0

1.0 Abstract

The Naval Command Control and Ocean Surveillance
Center (NCCOSC) has developed an architecture to
provide coordinated control of multiple autonomous
vehicles from a single host console. The Multiple
Robot Host Architecture (MRHA) is a distributed
multiprocessing system that can be expanded to
accommodate as many as 32 robots. The initial
application will employ eight Cybermotion K2A
Navmaster robots configured as remote security
platforms in support of the Mobile Detection
Assessment and Response System (MDARS)
Program. This paper discusses developmental testing
of the MRHA in an operational warehouse
environment, with two actual and four simulated
robotic platforms.

2.0 Background

MDARS is a joint Army-Navy development effort
intended to provide an automated intrusion detection .
and inventory assessment capability for use in DoD
warehouses and storage sites. The program is
managed by the Physical Security Equipment
Management Office at Ft. Belvoir, VA. The
Armament Research Development Engineering
Center (ARDEC) at Picatinny Arsenal, NJ, has
responsibility for inventory assessment and remote
platform integration. The Belvoir Research
Development and Engineering Center (BRDEC) at Ft.
Belvoir, VA, is charged with security detection and
assessment. NCCOSC is providing the command and
control architecture and overall technical direction.

Reduction of manpower is a key factor in the
MDARS cost benefit analysis. The objective is to
field a supervised robotic security and inventory
assessment system which basically runs itself until an
unusual condition is encountered that requires human
intervention. The host architecture must therefore be
able to respond in realtime to a variety of exceptional
events that may potentially involve several robots
simultaneously. Distributed processing allows the
command and control problems to be split among

multiple resources, and facilitates later expansion via
connection of additional processors.

2.1 Host Architecture Overview

A high-level block diagram of the MRHA is
presented in figure 1. The number of Planner/
Dispatcher and Operator Station modules resident on
the host LAN can be varied in proportion to the
number of deployed platforms at a given site. The
initial prototype MRHA systems being developed by
NCCOSC are configured with a Supervisor, two
Planner/Dispatchers, a Product Assessment module, a
Link Sever module, and one Operator Station for
coordinated control of up to eight robotic patrol units.

R/F Modems

Figure 1. Multiple Robot Host Architecture (MRHA).

This paper is declared a work of the U. S. Government and is not subject to copyright protection in the United States
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2.1.1  Supervisor

The heart of the MRHA is a 486-based industrial PC
with a high-resolution display, referred to as the
Supervisor. This module maintains a ready
representation of the "big picture," scheduling and
coordinating the actions of the various platforms, and
displaying appropriate status and location information
to the guard. Any hands-on control by the guard in
response to situations requiring human awareness or
intervention (i.e., alarm conditions, teleoperation)
takes place at the Operator Station (see below).

Automatic assignment of resources (Planner/
Dispatcher, Operator Station) will be made by the
Supervisor in response to exceptional conditions as
they arise, based on the information contained in a
special data structure that represents the detailed
status of all platforms. Such exceptional conditions
are referred to as events, and typically require either a
Planner/Dispatcher, or both a Planner/Dispatcher and
an Operator Station. Example events include: 1) an
intrusion alarm, 2) a lost platform, 3) a failed
diagnostic, and, 4) a low battery. The Supervisor will
assign the highest priority need to the next available
Planner/Dispatcher or Operator Station.

The Supervisor Map Display Window will
automatically center on the platform listed at the top
of the Event Window, which in essence represents the
highest priority need. The guard can elect to split the
screen and display up to four maps at once as shown
in figure 2.

Figure 2. MRHA Supervisor Display.

2.1.2  Link Server

All the distributed resources within the host architec-
ture communicate with the various remote platforms
via an RF Link Server, which is interfaced to the
LLAN as shown in figure 1. This 386-based computer
acts as a gateway between the LAN and a number of
dedicated full-duplex spread-spectrum RF modems
operating on non-interfering channels. The various
resources (Supervisor, Planner/Dispatcher, Operator
Station) on the LAN can thus simultaneously
communicate as needed in realtime with their
assigned remote platforms. In order to offload from
these resources the tedium of constantly requesting
status information from the individual remote plat-
forms, the Link Server will periodically poll each
platform for critical data such as battery voltage, po-
sition, heading, etc. This information is then stored in
a blackboard for ready access.

2.1.3  Planner/Dispatcher

Referring again to figure 1, the Supervisor has at its
disposal a number of Planner/Dispatcher modules
linked over a high-speed Ethernet LAN. These 386-
based PCs are mounted in a 19-inch rack adjacent to
the display console as shown in figure 3. A globally
shared world model is maintained to provide a
realtime collision avoidance capability
complementing the Cybermotion virtual path
navigation scheme employed on the K2A robotic
platform. The Planner/Dispatcher modules perform
the current virtual path planning functions of the
Cybermotion Dispatcher (Holland, et al, 1990), and
the unrestricted path planning functions of the
NCCOSC Planner (Everett, et al, 1990).

The principal function of the Planner/Dispatcher is to
plan a path (virtual or unrestricted) and download it
to the assigned platform. Under normal conditions,
virtual paths are executed until circumstances arise
which require deviation from the pre-defined route
segment. The most common example would involve
an obstacle that blocks the virtual path, whereupon
the unrestricted path planner is invoked to generate a
collision avoidance maneuver.

2.1.4  Operator Station
The Supervisor also has access to one or more

Operator Stations via the LAN. These modules are
essentially individual control stations that can be



Figure 3. MDARS Control Console.

assigned to a particular platform when the detailed
attention of a guard is required. In this fashion, the
Supervisor can allocate both computational resources
and human resources to address the various situations
which arise in the control of a number of remote
platforms.

The Operator Station allows a security guard to
directly influence the actions of an individual
platform, with hands-on control of destination,
movement, mode of operation, and camera functions.
An Operator Station is automatically assigned by the
Supervisor if an exceptional event occurs requiring
human awareness or intervention. In addition, the
guard can manually assign an Operator Station to: 1)
teleoperate a platform when necessary, 2) perform
non-automatic path planning operations (with the aid
of a Planner), 3) place a platform in Surveillance
Mode for intruder detection, 4) control an onboard
video camera, and, S) assess a potential disturbance.

The Supervisor and Operator Stations have been
similarly configured to provide consistent, user-
friendly visual displays. Both modules support a
point-and-choose menu interface for guard-selectable
options, commands, icons, and navigational
waypoints. A row of command-option menu buttons
are located on the right side of the Operator Station
display screen as shown in figure 4. Telereflexive
operation of the platform (Everett & Laird, 1990) and
camera pan and tilt functions will be controlled by a
specialized joystick.

Figure 4. MRHA Operator Station Display.

2.1.5  Product Assessment System

The Product Assessment System is responsible for
receiving actual inventory data from an interactive tag
reader, and then correlating results with a database
representing the supposed inventory. The robotic
platforms are each equipped with a Savi tag
interrogator that communicates with special RF
transponder tags attached to the high-value or
sensitive items to be monitored. The Savi tags
respond with a unique identification code, which is
then location-stamped and buffered in memory by the
controlling microprocessors onboard the individual
robots.

The buffer contents are periodically uploaded by the
Link Server and passed via the host LAN to the
Product Assessment System. The Product
Assessment System compares each tag ID with
information recorded in the database to determine if
an item is mislocated or missing altogether. It also
flags any detected tag IDs which are not represented
in the database. A discrepancy report is generated at
the end of each 24-hour shift.

2.2 Patrol Unit Overview

A block diagram of the platform architecture is
presented in figure 5. Each robot is equipped with
the Cybermotion SPI security sensor module
providing full 360-degree intrusion detection
coverage, augmented by a video motion detector.
The high-resolution video surveillance camera is
automatically positioned to view the scene of any
suspected disturbance by a computer-controlled pan-
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and-tilt unit, with live video relayed over a dedicated

RF link to the guard console.
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Figure 5. Remote Platform Architecture.

An intelligent security assessment algorithm is
employed to maximize the probability of detection
while at the same time filtering out nuisance alarms.
This onboard pre-processing of security-related data
relieves the Supervisor of any security assessment
responsibility, which is a key element of the control
philosophy. The Supervisor basically gets involved
only after an intruder has been detected and
confirmed by the software onboard the robot.

To satisfy the immediate need for numerous remote
platforms required to test the multiple robot control
paradigm, a robot simulator was developed that
implements the communications protocol of the
Cybermotion K2A. The simulator hardware consists
of a PC/AT-compatible laptop computer serially
interfaced to an R/F modem of the type employed on
the robots. The simulators are able to emulate
specific platform functions, such as path
downloading, decoding, and execution. During
current development and test activities at Camp
Elliott, four simulators are used in conjunction with
the two Cybermotion K2A platforms.

3.0 The Navigational Problem

A wide variety of techniques have been developed
over the years for the autonomous navigation of
indoor vehicles. For purposes of this discussion,
these may be grouped into three general categories:
(1) guidepath following, (2) unrestricted path
planning, and (3) virtual path navigation. Each of

these guidance methods has advantages and
disadvantages which determine its appropriate
applications. MDARS seeks to integrate the desired
features of all three techniques into a robust
navigational package better able to cope with the
varied demands of realworld operation.

3.1 Fixed Guidepaths

The simplest form of autonomous control involves a
navigational control loop which reflexively reacts to
the sensed position of an external guiding reference.
Industrial vehicles have been guided by physical
paths including slots, buried wires, optical stripes,
and other methods for almost thirty years. Such
automated guided vehicles (AGVs) have found
extensive use in factories and warehouses for material
transfer, in modern office scenarios for material and
mail pickup and delivery, and in hospitals for delivery
of meals and supplies to nursing stations.

The most common guidepath following schemes in
use today involve some type of stripe or wire
guidepath permanently installed on the floor of the
operating area. Specialized sensors on the front of
the platform are used to servo-control the steering
mechanism, causing the vehicle to follow the
intended route. These guidance schemes can be
divided into three general categories: (1) those which
sense and follow the AF or RF field from a closed-
loop wire embedded in the floor, (2) those which
sense and follow a magnetic tape in or on the floor,
and, (3) those which optically sense and follow some
type of stripe affixed to the floor surface.

The fundamental disadvantages of guidepath control
are the cost of path installation and maintenance, and
the subsequent lack of flexibility: a vehicle cannot be
commanded to go to a new location unless the
guidepath is first modified. This is a significant
factor in the event of changes to product flow lines in
assembly plants, or in the case of a security robot
which must investigate a potential break-in at a
designated remote location.

32 Unrestricted Paths

The term unrestricted path planning implies the
ability of a free-roaming platform to travel anywhere
so desired, subject to nominal considerations of
terrain traversability. Most of the path planning work
to date has been done on the premise that the ultimate
navigation system would be capable of mapping out



its environment with sensors, and then planning
routes accordingly. While such systems have a great
deal of appeal, they encounter several difficulties in
practice.

The most significant problem associated with
building a world model is the poor quality of most
sensor data. There are many choices available to the
designer of such a navigation system, but in every
case good data is expensive. In practice, reflective
sensors (ultrasonic rangefinders and near-infrared
proximity detectors) have predominated (Everett, et
al, 1992). Such sensors are subject to the problems of
noise, specular and secondary reflections, and signal
absorption to one extent or another. Furthermore, the
perceived position of objects viewed from different
locations will be distorted by any errors in the
vehicle's dead reckoning accuracy as it moves
between vantage points. Template matching of
sensor data can thus be very difficult (Holland, et al,
1990).

Providing an autonomous capability to support non-
restricted motion involves the implementation of an
appropriate map representation, the acquisition of
information regarding ranges and bearings to nearby
objects, and the subsequent interpretation of that data
in building and maintaining the world model.

3.2.1  Selecting a Map Representation

Several different map representation schemes have
been devised, including polyhedral objects (Lozano-
Perez, 1979), generalized cones (Brooks, 1983),
certainty grids (Moravec, 1987), and quadtrees
(Fryxell, 1988). The simplest scheme is a two-
dimensional array of cells; each cell corresponds to a
square of fixed size in the region being mapped. The
map can be accessed and updated quickly, which is
extremely important for realtime operation. Free
space is indicated with a cell value of zero; a nonzero
cell value denotes an obstruction.

The most compact form of a cell map consists of one
bit per cell, and thus indicates only the presence or
absence of an object. By using multiple bits per cell,
additional descriptive information can be represented
in the map, such as identification of structural walls
and doorways. In addition, the probability of a given
square being occupied can be easily encoded, which
turns the map into a form of certainty grid (Moravec,
1987). This statistical approach is especially useful
when the precise location of objects is unknown.

3.2.2  Unrestricted Path Planning Algorithm

A wide variety of path planning techniques have been
developed over the years, each having various
advantages and disadvantages. The actual planner
employed in a given application is often dictated by
which world modeling scheme has been chosen. For
a certainty grid representation, the most
straightforward planner is derived from the Lee maze
router (Lee, 1961), with the cell coding enhancements
suggested by Rubin (1974). The basic search
algorithm begins by "expanding" the initial cell
corresponding to the robot's current position in the
floor map, (i.e., each unoccupied neighbor cell is
added to the expansion list). Then each cell on the
expansion list is expanded, the process continuing
until the destination cell is placed on the expansion
list, or the list becomes empty, in which case no path
exists. This algorithm will find the minimum distance
path from the source to the destination.

The minimal distance path, however, is not
necessarily the "best" path. Sometimes it is more
desirable to minimize the number of turns, or to
maximize the distance from obstacles, for example.
The search strategy can be altered accordingly by
assigning a cost to each cell prior to adding it to the
expansion list; only the minimum-cost cells are then
expanded. This is known in the literature as an A*
search (Winston, 1984), and was adopted by
NCCOSC for use in this work (Everett, et al, 1990)
due to the inherent flexibility of the associated cost
function.

3.2.3  The Problem - Dead Reckoning Errors

Appropriate sensors must be coupled with some type
of world modeling capability representing the
relative/absolute locations of objects to support
intelligent movement in unstructured environments.
The accuracy of this model, which is refined in a
continuous fashion as the platform moves about its
workspace, is directly dependent upon the validity of
the platform's perceived location and orientation.
Accumulated dead-reckoning errors soon render the
information entered into the model invalid since the
absolute reference point for data acquired relative to
the platform is incorrect. As the accuracy of the
mode! degrades, the ability of the platform to
successfully navigate and avoid collisions diminishes
rapidly, until it fails altogether.
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33 Virtual Paths

The virtual path concept was developed by
Cybermotion to provide a routine mechanism for
correcting dead reckoning errors in the normal course
of path execution. Each desired route is pre-
programmed by a technician to take advantage of any
available environmental cues that the robot can
recognize with its sensors. Each path begins and ends
on named virtual nodes as shown in figure 6. A
database is constructed that associates each virtual
node with one or more virtual path segments entering
or leaving that location. The Planner/Dispatcher uses
this database to link several discrete virtual path
segments together to form a complete route from any
given node to any other node.
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Figure 6. Map of Camp Elliott Showing Virtual Paths.

Correction of dead reckoning errors during run time
1s most commonly accomplished by indicating in the
virtual path program (at the time of installation) one
or both of the following cues: 1) the distance to the
wall (or walls) on the left (and/or right) side of the
robot, and, 2) the expected standoff from a wall in
front of the robot at the completion of the route
segment.

In the wall-following mode, the robot uses its lateral
sonars to maintain the specified offset from the
indicated wall while traversing the distance between
two given points. Knowing the starting and ending
locations of the virtual path segment, the robot can
correct its heading as well as the lateral axis position
coordinate. When approaching a wall, the robot uses
the forward sonars to measure its actual distance from
the wall. By comparing the observed range with the
anticipated distance specified in the program, and
knowing the X-Y coordinate of where it should be
when it stops, the robot can correct the longitudinal
axis of its dead-reckoned position. When wall-

Sollowing and wall-approach are used together, both
the X and Y coordinates can be corrected, in addition
to heading.

Although the virtual path approach does not provide
the flexibility of unrestricted path planning, it can be
implemented with relatively low-cost sensor and
computing hardware. Many practical applications
can be addressed in this fashion, but the fundamental
deficiency is the lack of collision avoidance
capability. If an obstacle blocks a virtual path route
segment, the platform must halt and wait for
assistance.

34 MDARS Hybrid Navigation Scheme

The navigation scheme employed on MDARS is
basically an integration of the Cybermotion
Dispatcher and the NCCOSC Planner, which were
separately employed on an earlier prototype to
generate virtual paths and unrestricted paths,
respectively. Integration of these two planning
algorithms was accomplished in FY-92 under a
Cooperative Research and Development Agreement
with Cybermotion, giving rise to the term
Planner/Dispatcher.

The hybrid navigational scheme exploits the inherent
re-referencing ability of virtual paths, while retaining
the free-roaming flexibility of unrestricted path
planner control. Under normal conditions, the robotic
platform traverses virtual paths, which are kept
relatively obstacle free, at significantly higher speeds
than typically possible in the unrestricted path mode.
In the event of an impending collision, the platform is
halted, and the unrestricted path planner generates an
avoidance maneuver around the obstacle to the
desired virtual point destination.

Three guidepath following strategies were
investigated for incorporation into the hybrid
navigation concept to support warehouse navigation.
The location of a guidepath segment would simply be
encoded into the virtual path database, the idea being
to look down for a pathway instead of to either side
for a wall. Finite path sections could then be
strategically placed along troublesome route
segments, as opposed to throughout the entire site.

The first of these path-following schemes was
originally developed for AGVs by Litton
Corporation, and employed a chemical stripe that
glowed brightly when irradiated by an ultraviolet
source. Disadvantages (from an MDARS



perspective) included excessive power consumption,
insufficient clearance between the floor and sensor,
interference from ambient lighting, and periodic lamp

house environment. The Planner/Dispatcher generates
a random virtual path patrol route, and downloads it via
the Link Server to the assigned platform. This onboard

failure. A alternative retro-reflective near-infrared
design was developed by NCCOSC to overcome
these concerns, but performance ultimately suffered
from abrasive wear on the tape guidepath.

To address the problem of path degradation, a Hall-
effect guidepath sensor developed by Apogee
Robotics was purchased for evaluation, the intent
being to bury the flexible magnetic tape in a saw kerf
cut into the floor. This attempt proved futile as well
due to limited (2-inch) sensor standoff, and the
constantly changing magnetic signature of the K2A
platform, which is an artifact of synchro-drive
steering. As a consequence, the guidepath option has
been indefinitely suspended until a practical solution
compatible with the needs of a warehouse
environment is found.

4.0 Warehouse Navigation

During the phased development of MDARS, three
general classes of autonomous navigation are being
addressed:

e Structured navigation - operation in a conventional
walled office or laboratory environment.

e Semi-structured navigation - operation in a
warehouse environment, with some structured order
in the form of shelving (or inventory) forming
permanent aisles.

o Unstructured navigation - operation in an open
warehouse environment with no definitive aisles.

The MDARS cost-benefit analysis indicates the vast
majority of operational sites visited to date fit the

category of semi-structured, with fixed shelving but few

or no unobstructed walls available for re-referencing.
The remainder of this section discusses this class of
navigation in the actual Camp Elliott warehouse
environment. Camp Elliott is a government storage
facility adjacent to Miramar Naval Air Station in San
Diego, CA.

4.1 Random Patrols

The Supervisor automatically assigns idle platforms to
a Planner/Dispatcher for random patrols of the ware-

K2A program contains instructions which cause the
platform to halt and enter Surveillance Mode at ran-
domly chosen virtual points along the path. When a
platform arrives at its commanded destination, it re-
ports back an Idle Mode status to the Supervisor. The
Supervisor then reassigns a Planner/Dispatcher, which
generates and downloads a new patrol route.

4.2 Obstacle Avoidance

Potential obstructions in the vicinity of the robot are
detected by an array of Polaroid ultrasonic ranging
sensors and Banner diffuse-mode near-infrared
proximity sensors mounted on the front of the turret of
the K2A platform as shown in figure 7.

Figure 7. MDARS Remote Platform.

Range and bearing information collected over the last
10 feet of travel are stored in a circular buffer
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maintained by the Narrow-Beam Sonar Controller
(figure 5). If a threatening object enters the protected
envelope, the platform is halted with a Blocked status,
which is in turn detected through routine polling by the
Link Server.

Once the Supervisor has been made aware that a
platform is blocked by an obstacle, it assigns a
Planner/Dispatcher to resolve the problem. The

historical sonar and proximity sensor data are uploaded
from the platform after-the-fact via the Link Server, and

used to update the world model for path planning
purposes. The Planner/Dispatcher downloads the
resultant avoidance maneuver to the platform for
execution.

43 Navigational Re-Referencing

The big challenge posed by semi-structured
warehouse navigation is nulling out accumulated
dead-reckoning errors without any definitive walls.
The wall-following and wall-approach instructions
provided by Cybermotion are powerful enough in
themselves to satisfy on-the-fly re-referencing needs
in most structured environments. In a semi-structured
warehouse environment walls are generally not
available, but racks of storage shelves are usually
abundant. If the inventory items do not significantly
protrude over the lip of the shelf, the shelf itself can
be treated as a wall and imaged by the side-looking
sonars. Problems have been observed at Camp
Elliott, however, in that some shelf sections are
actually misaligned several degrees with respect to
the path axis.

Experience has shown the primary source of
accumulated position errors is erroneous heading
information. During an extended dead-reckoning run,
perceived position along the longitudinal path axis is
usually quite good. Positional uncertainty
perpendicular to the direction of motion, on the other
hand, degrades much more rapidly due to minor
inaccuracies in perceived heading. The problem
manifests itself when the robot attempts to follow a
rack or wall: if the measured range is too far (or too
close), it will be treated as an anomalous sensor
reading, and subsequently ignored. To compensate,
an ultrasonic range "sniff" can be performed at the
start of path segments where this problem is known to
occur. This corrective action is accomplished by
programming a very short approach instruction at the
beginning of the virtual path, perpendicular to the
direction of intended travel, on a distinctive target
(i.e., a post, wall, or rack).

In most proposed depot locations, the MDARS robot
will be patrolling multiple bays (typically 300’ by
300') within the same warehouse. The robot traverses
from one bay to the next through large fire doors that
provide operational access for forktrucks and
warehouse personnel. These definitive openings offer
excellent on-the-fly opportunities to re-reference the
X and Y axes of the robot through use of the
Cybermotion gate instruction. Information is
encoded into the virtual path telling the robot where
to expect the doorway, the width of the opening, and
path displacement from doorway centerline.

When approaching the programmed location, the
robot begins to closely monitor the side sonars,
looking for range readings that match the pre-
specified characteristics of the gate. If a match is
found, the vehicle's position along the length of the
path is updated by substituting the longitudinal
coordinate of the gate. Actual lateral position is
determined by comparing the measured offset within
the opening to what was expected. Unfortunately,
however, no heading updates are directly obtained.

To augment the traditional wall following, approach,
and gate instructions, an active re-referencing
technique called lateral post detection has recently
been incorporated. Short vertical strips of 1-inch
retro-reflective tape are placed on various immobile
objects (usually posts) on either side of a virtual path
segment. The exact X-Y locations of these tape
markers are encoded into the virtual path.

A pair of circularly-polarized Banner Q85VR3LP
retro-reflective sensors are mounted on the turret of
the K2A robot, facing outward as shown in figure 7.
When the robot travels down a typical aisle as
illustrated in figure 8, the Banner sensors respond to
the presence of markers on either side, triggering a
snapshot virtual path instruction that records the
current side-sonar range values. The longitudinal
position of the platform is updated to the known
marker coordinate, while lateral position is inferred
from the sonar data, assuming both conditions fall
within specified tolerances.



I
i

Retro-reflective
Markers

EV—L"’)Oi
Figure 8. Lateral post detection referencing technique.

5.0 Camp Elliott Site Preparation

An 8’ x 20" weatherized equipment shelter is used to
house the host console electronics. The shelter is
located adjacent to the warehouse as shown in figure 9,
and is intended to represent a typical MDARS guard
station.

Figure 9. MDARS Camp Elliott control van,

An ARLAN 100-series R/F modem network is used to
communicate simultaneously with multiple robots. The
ARLAN 110 network controller connects to multiple
daisy-chained ARLAN 010 transceivers located
throughout the warehouse. Individual RS-232 serial
channels are routed from the host console to the 110
controller within the warehouse.

If an exceptional event requiring human awareness or
intervention should arise during non-attended
operation, the Link Server will dial an outside line to
alert a designated individual via appropriate speech
output. This feature was implemented using a

Versicom PROCAM development toolkit for creating
custom automated telephone voice messages.

In order to respond to the automated operator
intervention telephone calls, a remote control capability
was implemented using the commercially available
telecommunications package pcAnywhere by
SYMANTEC. A high-speed modem is interfaced to
each of the computers at the console via a code-
activated switch. Users can dial-in and connect to any
of the MRHA processors over the phone line and take
control of the system just as though they were actually
present at the remote site.

To aide in monitoring the movements of the robots
from the host console, several CCD surveillance
cameras were installed within the warehouse. The
cameras are positioned strategically along and across
aisles such that nearly the entire warehouse bay can be
viewed. Since only two of eight video signals are
returned to the console from the warehouse it is
necessary to switch cameras in order to track the robots'’
movements.

The conical field-of-view for each camera is reduced to
its projection on the X-Y floorplan, then further
simplified to a rectangle to take into account
restrictions imposed by the shelving on either side of
the aisles. The positional coordinates of a pre-specified
robot are repeatedly checked by the Link Server against
each of these rectangular coverage areas to determine
which camera holds the platform within its field-of-
view. A digital command corresponding to the camera
ID is then output over an RS-232 serial link to a one-
of-eight video multiplexor, thus selecting the
appropriate source for display on a monitor in the
control van.

6.0 Status and Future Work

With the exception of the Product Assessment
module, the hardware and software described in this
paper is installed and functioning in the Camp Elliott
warehouse facility. Savi tag reader hardware is
currently being evaluated at ARDEC and should be
installed at Elliott by March 1994; the first actual
Product Assessment feasibility demonstration is
scheduled for July 1994,

Version 1.1 of the MRHA was distributed to designated
recipients in January of 1994, and several
enhancements to the system are in progress or planned
for the near future. These include automatic wall/shelf
following during unrestricted planning operations, a
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scripting capability that allows more elaborate
“"canned” paths (useful for inventory monitoring),
coordinated movement of multiple robots sharing the
same operating environment, and improved methods of
navigational referencing.

To enhance the effectiveness of the remote control
capability described in section 5.0, a video capture and
transmission feature will be added to the host console.
This will allow video from one of several sources
including the camera on-board the robot to be captured
and transmitted to a remote user over the same phone
line used for data and voice communications.
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Abstract

The international Space Station (SS) must take
advantage of advanced telerobotics in order to
maximize productivity and safety and to reduce
maintenance costs. The Automation and Robotics
Division at the NASA Lyndon B. Johnson Space
Center (JSC) has designed, developed, and con-
structed the Automated Robotics Maintenance of
Space Station (ARMSS) facility for the purpose of
transferring and evaluating robotic technology
that will reduce SS operation costs. Additionally,
JSC has developed a process for expediting the
transfer of technology from NASA research centers
and evaluating these technologies in SS appli-
cations. Software and hardware systems devel-
oped at the research centers and NASA sponsored
universities are currently being transferred to JSC
and integrated into the ARMSS for flight crew per-
sonnel testing. These technologies will be assessed
relative to the SS baseline, and after refinements,
those technologies that provide significant per-
formance improvements will be recommended as
upgrades to the SS. Proximity sensors, vision algo-
rithms, and manipulator controllers are among the
systems scheduled for evaluation.

1. Introduction

The NASA Office of Advanced Concepts and
Technology and the Office of Space Systems Devel-
opment have sponsored and continue to sponsor
the development of technologies that will improve
SS efficiency and reduce life cycle operation cost.
Technologies that expand the role of telerobotic
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Copyright © 1994 by the American Institute of Aeronautics and
Astronautics, Inc. No copyright is asserted in the United States
under Title 17, U.S. Code. The U.S. Government has a royaity-
free license to exercise all rights under the copyright claimed
herein for Governmental purposes. All other rights are reserved
by the copyright owner.

maintenance and reduce the need for astronaut
extravehicular activity (EVA) are particularly
important and accordingly have been emphasized
in NASA's overall telerobotics program plan 1.
Every hour of crew EVA time saved by using a
robotic manipulator can be dedicated to the
station's primary mission: scientific and
engineering research. The use of telerobotic
manipulators in this fashion is especially
waorthwhile, considering the high overhead in crew
time required for each hour of EVA activity. In
support of this task, the NASA jSC Automation and
Robotics Division (A&RD) has established a
technology transfer and evaluation process to
determine which available technologies offer the
most potential.

NASA JSC has a history of taking a leading
role in transferring and evaluating telerobotic
technologies in support of the SS program. JSC
A&RD actively supports the integration and
evaluation of the Canadian Space Station Remote
Manipulator System (SSRMS) and special purpose
dexterous manipulator (SPDM). JSC has supported
extensive studies to determine the SS maintenance
requirements at various points during the
program’s development 2. in situations when new
technologies are required as part of SS trade
studies, A&RD has taken advantage of existing
technologies developed outside the SS program.
For example, the proximity detection and collision
avoidance system implemented for an SS viewing
study used a very fast distance calculation routine
developed at the University of Michigan 3. Also, a
recent ground control study at JSC was built upon
predictive display technology developed at the
NASA Jet Propulsion Laboratory (JPL) 4.

JSC A&RD recently completed building the
ARMSS facility for use in testing new telerobotic
technologies. This facility provides a high-fidelity
hardware SS environment for performing
simulated maintenance activities. Previous SS
maintenance activities simulated at JSC have been
evaluated using fixed base manipulators to
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represent the Canadian SPDM operating in
isolated SS work sites. The ARMSS facility goes well
beyond this fixed base environment and any other
existing NASA SS maintenance testbeds. The
ARMSS testbed reproduces the relative motion
that is possible between the SPDM base and its
work site. In addition, its full scale SS
preintegrated truss (PIT) segment provides realistic
visual cues and obstacles for performing end-to-
end maintenance tasks.

Over the years, NASA has invested in
extensive basic robotic research and development
at NASA centers and NASA sponsored universities.
The work ranges from manipulator control systems
designed at NASA JPL to sensors for robot collision
avoidance developed at the Goddard Space Flight
Center (GSFC). The university projects include a
telerobotic protocol for Ethernet communications
developed at Rice University 5 and fault tolerant
manipulator concepts currently in work at the
University of Texas 6. These programs have
provided prototype software and hardware
systems with great potential for meeting SS
productivity improvement goals. However, this
potential may be achieved only if the prototype
technologies are tested and refined in advanced
applications development environments such as
the ARMSS testbed and then, if they continue to
show promise, further refined through flight
experiments.

2. JSCFacilities

JSC maintains several robotic evaluation and
integration facilities that provide support for SS.
The Integrated Graphics Operations and Analysis
Laboratory (IGOAL) supports non-real-time and
real-time graphical simulation studies. 1GOAL
software is used extensively in determining the
kinematic feasibility of many $S maintenance tasks.
The Robotic Sensor Integration Laboratory (RSiL)
provides support in the areas of sensor
specification, design, and development and was
used to refine the capaciflector sensor (described
in a later section) provided by GSFC.

The Robotics System Evaluation Laboratory
(RSEL) provides primary support for all S tasks that
require hardware simulation capability. The RSEL
conducts qualifying tests using high fidelity robotic
interfaces and orbital replaceable units (ORU’s).
Recent tests conducted in this laboratory with crew
personnel were instrumental in the SS program
decision to favorably consider ground control as a
candidate for baseline operations 7. Currently,

prototype ORU’s provided by the S5 program are
undergoing flight verification testing in the RSEL.
In addition, the RSEL has provided the software
and hardware tools that have been used to
construct the latest JSC robotic laboratory
addition, the ARMSS testbed.

ARMSS Testbed

The centerpiece of the JSC telerobotic
technology evaluation facility is the ARMSS
testbed. This 1-g simulator, shown in figure 1a, is
NASA's highest fidelity SS maintenance
environment for kinematic and contact tasks. it
consists of three major components: an SPDM
emulator, an SPDM mobility system, and a full scale
SS PIT segment that together functionally
reproduce the SS components shown graphically in
figure 1b  In this simulated view the SPDM is
attached to the SSRMS and is preparing to replace
an ORU located on a PIT door.

The ARMSS testbed can trace its origin to the
previously designed but never constructed
Automated Robotic Assembly of Space Station
(ARASS) testbed for the on-orbit assembly of the
S5-meter SS truss. After the SS change to PIT
segments, emphasis shifted from dexterous robotic
SS assembly tasks to SS maintenance tasks, and
design work began on a telerobotic maintenance
testbed. As much existing hardware as possible
was incorporated from the earlier testbed into the
ARMSS testbed, including the mobility system and
the commercial manipulators. New hardware,
such as the PIT segment and the ORU's, was
designed and fabricated. An Intel Multibus Il
muitiprocessor computer system, which is the SS
standard, was purchased, and control system
software written in "C" was transferred from
existing JSC simulators to the Multibus Il to serve as
a starting point. To insure an operational system
at the earliest possible date, all coding for the
system was continued in "C." In keeping in line
with SS requirements for eventual migration to
Ada, an Ada compiler was purchased for the
Multibus I}, and a portion of the control system has
been converted.

SPDM Mobility. The SPDM emulator hard-
ware is mounted to a servo-controlled tower/rail
system to achieve part of the maobility the actual
SPDM wiill have when attached to the SSRMS. The
system controller permits independent placement
for each manipulator, both horizontally and verti-
cally, and the manipulators may be positioned to
achieve arbitrary SPDM placement and orien-
tation within a 20-ft by 20-ft plane perpendicular




Figure 1a. ARMSS facility

Figure 1b. Proposed SPDM attached to SSRMS

to the facility floor. The relative separation of the
manipulators is adjustable to accommodate any
future changes in the SPDM body design. Flexible
cable trays run along the rails and towers
providing power, data, and video communication
to the manipulators.

The SPDM three-dimensional motion
capability is completed with the addition of a
mobile PIT structure. The PIT rests in a wheeled

cradle that may be moved in a horizontal plane
relative to the tower system. An actuator drives a
high ratio gearbox, which in turn drives a chain
and sprocket that rotates the PIT within its cradle
about its long axis. Rotation is available in both
directions. Combined, the tower and PIT degrees
of freedom permit the manipulators full access to
all six faces on the PIT.

SPDM Emulator. The SPDM emulator uses
two commercially available Robotics Research (RR)
1607 manipulators (figure 2a) combined with the
proper tooling to provide a very good
approximation to the proposed SPDM arm (figure
2b). Like the SPDM manipulators, each RR1607
manipulator has seven degrees of freedom. The
extra degree of freedom permits motion of the
manipulator joints while maintaining a fixed end
effector position and orientation. This is very
useful in avoiding joint travel limits and obstacles,
and reorienting the cameras that are mounted on
the manipulator elbows At the time the ARMSS
testbed was being designed, the RR1607
manipulators with tooling yielded approximately
the same 2-meter reach that was planned for the
SPDM. Subsequently, the SPDM design was
modified, and now its arms are about 2.5 meters
long. However, this is not expected to be a
problem since extra travel is available by moving
the ARMSS manipulator bases to increase or
decrease the distance between the RR1607’s.
Finally, the RR1607 has sufficient capability to lift a
functional 68 ORU, which is the one of the most
common types planned for SS.

The tooling along each manipulator
approximates the planned SPDM ORU tool
changeout mechanism (OTCM) design. The ARMSS
OTCM is shown in figure 3. After a manipulator is
moved into proper position, the parallel jaw
grippers located at the end of the OTCM grapple
onto an ORU interface. Located directly behind
and in between the gripper fingers is a shaft
mounted socket. This device, known as the rotary
drive, is extended after grappling and engages a
bolt located in the center of the ORU interface.
The rotary drive is designed both to loosen and
tighten the ORU bolt. A force/torque sensor
mounted behind the gripper connects the gripper
to the manipulator and provides feedback for
compliance control whenever the gripper is in
contact with an interface.

PIT Segment and ORU’s. The 20-ft PIT
segment contains faces from two separate S5
mission build (MB) segments, MB4 and MB2, and
provides a comprehensive robotic maintenance
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Figure 2a. RRK1607 manipulator

Figure 2b. Proposed SPDM ARM

testing environment. The structure is made of
aluminum box section with a 4-in by 6-in cross

Figure 3. ARMSS OTCM

section to match the SS PIT design. ORU doors are
attached to two faces and contain attachment
locations for both robot compatible 6B ORU’s and
various size noncontact 68 ORU mockups. The con-
tact and noncontact ORU’s may be rearranged to
yield several possible configurations along the
inside of doors. The SS program has designated
that the doors will also be robot compatible, and
the ARMSS PIT segment will be modified to accom-
modate the SS door design once it is released.
Finally, utility trays are attached to several PIT sides
providing realistic obstacles and viewing
obstructions.

The ORU shown in figure 4 reproduces the
functionality of one size 6B ORU. The interfaces
for this ORU approximate the ones called for in the
SS robotic system interface standards (RSIS) 8. The
manipulator grippers acquire the ORU by grap-
pling the SPAR micro interface located on front of
the box. A modified SPAR target located directly
above the micro provides visual cues for manipu-
lator alignment prior to grappling. The ORU is
equipped with a box-to-cold-plate interface that
slides into alignment guides located on the ORU
carrier also shown in the figure. As the ORU is
inserted and travels along the guides, it is pulled
into position along the cold plate with the help of
a manipulator force/torque compliance algorithm.
The ORU is locked into place when the bolt located
inside the micro engages the ORU carrier and is
tightened down. An identical carrier may be



mounted to any of nine locations on the PIT ORU
doors.

Figure 4. SS 6B ORU

Workstation and Video System. The ARMSS
workstation shown in figure 5 reproduces the
functional capability of the multipurpose appli-
cations console (MPAC) planned for SS. Two 486
personal computers (PC's) and one 386 PC run all
the user interface and communications software.
The ARMSS manipulators are controlled through
SPDM displays that run on the upper left monitor
and through two three-degree-of-freedom hand
controllers located on either side of the
workstation. A keyboard and a trackball are used
to input data to the SPDM displays. Manipulator
tooling is controlled through a combination of
software display buttons and hardware switches
located on the rotational hand controllers.

Two NTSC monitors, both with graphical
overlay capability, provide video data to the oper-
ator. The video is controlled using either software
displays or a push-button control panel on the
upper right portion of the workstation. Both
interfaces provide selection, pan and tilt, and
zoom for each of the ARMSS cameras currently
available. Referring back to figure 1, each manip-
ulator has an end effector camera and an elbow
camera. An SPDM head camera is approximated by
a camera mounted just above one manipulator. A
camera mounted to one tower simulates the elbow
camera located on the SSRMS, which moves the
SPDM from place to place. A single field
camera may be moved as required to reproduce
the capability of a relocatable 5SS PIT boom camera.

All but the end effector cameras may be panned
and tilted and zoomed, and each of these cameras
has potentiometers for measuring pan and tilt
position.
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Figure 5. ARMSS MPAC workstation

This medium fidelity MPAC mockup uses the
same interfaces for communicating with the
manipulators and cameras that are specified for a
high fidelity MPAC currently under development
at JSC. The high fidelity MPAC replicates the video
resoiution and windowing capability specified for
SS. It will also use the Sammi displays and controls
software and the Lynx operating system planned
for on-orbit operations. This high fidelity MPAC
will be used to evaluate all SSRMS and SPDM
displays as part of a separate JSC SS support
project. The ARMSS workstation design did not
incorporate these items due to a combination of
cost and software maturity issues and only
provides a subset of the SPDM control displays.
However, when complete, the high fidelity MPAC
will be interfaced with the ARMSS system and will
be used to control the testbed when appropriate.

Control Architecture. The ARMSS control
architecture outlined in figure 6 is based on the S
Multibus 1l standard. Separate processors are used
to reproduce the relevant portions of the S$
Mobile Servicing Systems Operations and
Management Control Software (OMCS) and the
SPDM control software. The OMCS processor
receives commands from the ARMSS MPAC
workstation, performs high leve! validity checks,
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and returns manipulator status back to the
workstation. An Intel 386 20-MHz processor
located in the same card cage runs the SPDM
control system emulation software that
communicates with the robotics research
embedded processors.

Manipulator 1
MPAC |@—#{ omcs | SPDM DL
Controller ‘—}
Operator Multibus IT
Workstation Based Controller

Manipulator 2

Figure 6. ARMSS control architecture

SPDM Control System Emulation. The
Multibus Il control software is designed to emulate
all the SPDM kinematic and contact capabilities
appropriate to a 1-g simulator. A detailed
description of SPDM control software can and does
fill several volumes; therefore, only the most
important capabilities pertinent to SS maintenance
are highlighted below.

The SPDM emulation software currently
permits an operator to command each
manipulator using the following baseline modes:
end effector position and velocity, joint position
and velocity, and pitch plane velocity. Prestored or
operator position inputs are read by the SPDM
software and converted to rate commands, which
are sent to the RR embedded motion controller.
The software constantly monitors a hand
controller switch that must be engaged during
operator commanded position moves. Motion
may be stopped and restarted via this switch.
Operator velocity command inputs are scaled by
the software and limited to stay within SPDM
specifications before being sent to the RR motion
controller. Pitch plane, or null space, motion of the
seven-degree-of-freedom manipulators commands
are processed in a similar fashion. The SPDM
emulation software is currently being expanded to
gueue up data for use in following prestored and
ground commanded sequences.

One of the most important SPDM features
available in the ARMSS software is force/torque
compliance. The control software reads in data
from the end-effector-mounted force/torque
sensors and calculates commands to relieve contact

forces that occur during ORU insertions and
removals. The compliance commands are added to
the hand controlier commands, and the resulting
"shared control” commands are sent to the
manipulator. In addition, the emulation software
provides a very simple form of gravity
compensation by allowing an operator to bias out
the force/torque sensor prior to initiating contact
operations.

The SPDM emulation software provides
coordinate transformations for both manipulator
commands and feedback data. In addition,
manipulator health is constantly monitored and
provided back to the operator. Also, the ARMSS
software commands the grippers and rotary drives
used in ORU replacement operations based on
SPDM specifications.

Communications and Ground Control
Capability. Now that ground control of the SPDM
is being favorably considered by the SS program as
a viable means to reduce the maintenance burden
for crew personnel 7, software and hardware that
cannot be run on the SS due to power limitations
will be considered for remote use. The ARMSS
facility was designed with this requirement as a
baseiine and utilizes the TeleRobotic
Interconnection Protocol (TelRIP) software 4,
developed at Rice University, as the standard for
communications with remote computers. TelRIP is
a socket based data exchange mechanism, which
allows multiple processes and processors to
communicate in a common environment.
Processes communicate through routers (TelRIP
applications, which manage the flow of data
between processes). Each application process
contains a TelRIP stub, which maintains the socket
connection with one router. Numerous, as well as
remote, interconnections may be created over an
Ethernet-TCP/IP network as multiple routers can
maintain connectians to each other as well as local
processes.

All communications between the MPAC
workstation and the Multibus Il are run via TelRIP
and include manipulator mode selection, hand
controller inputs, tool operation, feedback data,
and camera control. After incorporating TelRIP,
ground based workstations such as the PL
Operator Control Station (described in a later
section) have full access to the ARMSS testbed. The
only exception is live video that cannot be
accommodated along a shared Ethernet. If the
operator control station is relocated to JSC, live
video is readily available. In addition, TelRIP
software routines developed at JSC to simulate



ground-to-orbit data delays 3 and a separate PC
based video delay system are available. For very
high fidelity ground control simulations, a network
has been established at ISC to route telemetry and
video through the actual TDRSS system via a JSC
communication station.

3. Technology Transfer Process

The technology transfer process includes
three phases: coordination, implementation, and
evaluation. During the coordination phase, JSC
and a development center work together to
identify candidate technologies that are suitable
for SS applications. Once a technology is
identified, a joint technology transfer plan is
worked out with the contributing center, detailing
the activities that each center will conduct to
support the transfer.

Concurrence of this plan by both JSC and the
development center signifies the beginning of the
implementation phase. This is the longest phase of
the process and involves the physical transfer of
the technology to JSC. Supporting software is
transferred to JSC, and JSC procures any specialized
hardware required to host the technology. If
appropriate, the technology is initially
implemented in JSC RSEL using equipment that is
compatible with the ARMSS architecture. This
interim step is needed to reduce downtime on the
high fidelity ARMSS testbed since it is most
efficiently used as an evaluation facility with crew
personnel as opposed to a debugging platform.
The integration phase is completed when the JSC
test coordinator and a representative from the
development center agree that the transferred
technology is performing properly.

Evaluation is the final phase in the transfer
process. This phase begins with the completion of
a test plan for the candidate technology. Test
readiness reviews are held with the contributing
center prior to test start. Tests are conducted to
determine if the technology provides a perform-
ance improvement relative to the SS baseline.
Representatives from crew training, mission
operations, engineering, and the flight crew office
perform controlled evaluations with and without
the candidate technology. The evaluation phase is
completed when the test report is produced. Tech-
nologies that provide performance enhancement
are recommended to the SS program office.

The success of the technology transfer process
hinges on choosing those technologies that will
not only provide a performance enhancement to
SS but also require minimal, or at most gradual,
changes to SS hardware and software. For
example, a new ORU grappling target that reduces
operator workload and ORU changeout time
would be installed on replacement ORU’s. The
target would be incorporated into future SS hard-
ware replacements and not require a costly set of
on-orbit replacements. The same is true for
ground based telerobotic control software.
Enhancements to a ground based system that do
not affect the interface between the ground
control center and 5S would have a greater chance
of acceptance than a control system that required
additional onboard computing power. All candi-
date technologies for transfer are evaluated within
this context.

4. Candidate Technologies

The following candidate technologies are
either in the coordination or implementation
phases of the transfer and evaluation process.

Fiat Target

The first technology scheduled for transfer
and evaluation using the ARMSS facility is the JPL
flat target. This targetis used as an ORU grappling
aid and is viewed through a camera located on a
manipulator end effector. As indicated by the
name, the flat target is very thin. However,
through the use of micro-lenslet array technology
it produces a target that is projected
approximately 1 inch from the face of an ORU.
Thousands of quartz lenses that make up the
target face produce this projected effect. The
benefit is a low profile target that can be easily
attached to an ORU and yet still provide three-
dimensional alignment cues normally achieved
with a much larger and heavier target.

The flat target is now in its third generation.
Evaluations at JSC using the first two generations
have provided useful feedback to JPL designers.
The third generation target is expected to provide
three times the resolution seen with the second
generation. Using the ARMSS testbed, ORU
changeouts will be performed with both the SS
baseline target and with the flat target.
Quantitative and qualitative test data will be
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collected, analyzed, and delivered to JPL for use in
future refinements. This evaluation is expected to
begin during the late summer of 1993.

Surface Inspection (S1)

The JPL Sl system is a set of software routines
for capturing and processing video images using a
robot-mounted camera. An operator uses this
system to drive a manipulator over a surface in
either a manual or automated mode. The current
surface views are compared to previously captured
images using a video differencing algorithm. The
system alerts the operator to any significant
difference, and if appropriate, the operator logs
the location of a flaw for future reference and/or
repair. The Sl system cancels out ambient lighting
effects by using a set of controlled lamps that is
also mounted on the manipulator. Images are
processed under both ambient and a combination
of ambient and controlled light. The images are
subtracted to remove the ambient light effect. The
user interface provides the operator with complete
controls for all subsystems: manipulator, cameras,
lighting, and image database.

The JPL Sl system is scheduled for integration
into the ARMSS facility during 1994 for testing
under simulated SS lighting conditions. Crew
personnel will evaluate the system in both manual
and automated modes for inspection along the PIT
mockup. Plans have been made to modify an ORU
to show micrometeoroid damage. Significant
work has already been completed with a partial
transfer of the Si system to JSC RSEL. The software
has been modified to work with the TelRIP
communication system, and the Sl user interface is
currently being used to drive a JSC RR manipulator.

Capaciflector

The GSFC capaciflector is a device that
measures the frequency of an oscillating electric
field emanating from a flat antenna. As an object
enters the field, it affects the permeability of the
surrounding space and alters the oscillation
frequency. The change in the frequency correlates
to the distance between the antenna and the
object. This device, also known as a capacitance
proximity sensor, holds significant promise as an
alignment aid for telerobotic ORU insertion.

A capaciflector prototype was transferred to
JSC RSEL during 1992. After initial testing in JSC
RSEL and consultations with the GSFC developers, a
modified version of the sensor, which has greater
thermal stability, was designed and developed at

JSC. A graphic user interface that will provide
short range proximity data to an operator is
currently in work. After completion, the interface
along with an ORU equipped with a set of
capaciflectors will be integrated into the ARMSS
control system. The benefits of the capaciflector
versus the baseline ORU insertion alignment aids
will be assessed during late 1993.

Operator Control Station (OCS)

The OCS developed at JPL is a prototype
system for remotely controlling a manipulator
system using saved sequences and intelligent
macros. The system is designed for use when com-
munication delays are several seconds long and
direct teleoperation is not efficient. The OCS pro-
vides two main capabilities: a world model cali-
bration system and a telerobotic control interface.
The calibration system uses a combination of
machine and human vision to accurately update
the position of simulated objects and to build new
ones on line. The telerobotic control interface is
used to create and validate sequences in simu-
lation before downloading to a manipulator. The
sequences are stored in a convenient hierarchical
fashion for use in executing entire tasks and may
be easily modified by the user. The OCS was
originally designed for interfacing with telerobotic
devices located at JPL that have a higher level of
autonomy than is currently baselined for the
SPDM. However, much of this technology holds
promise for use in ground control operations.

The OCS system has already been transferred
to ISCand is currently undergoing integration with
an RR manipulator. The system is being modified
to use the TelRIP communications software, and
additional handshaking is being incorporated to
accommodate the SPDM baseline. Integration into
the ARMSS facility is scheduled for late 1993. After
an initial evaluation that adheres to the SPDM
baseline capabilities, future testing that includes
modifying the SPDM to include higher level
capabilities or reflex actions will be planned.

HexEYE

The HexEYE proximity sensor is under devel-
opment at the University of Southern California in
conjunction with NASA JPL. The HexEYE is an
optical-based proximity sensor that derives its
name from the hexagonal configuration of its indi-
vidual sensor units. This compact sensor has a
footprint of approximately a square inch and pro-
vides distance data accurate to .3 millimeters with-
in a 10-centimeter range. Ongoing refinements



are expected to increase the range capability while
still maintaining accuracy. HexEYE technology
transfer activities are scheduled to startin 1994

Exoskeleton

The JPL exoskeleton controller is an alter-
native to the planned SS hand controllers. This
force-reflective exoskeleton fits around the arm
and hand of a human operator and provides
anthropomorphic manipulator control. This
advanced controller will be incorporated into a
ground controi system during 1994 and will
remotely drive an ARMSS manipulator. To use a
force-reflective system in ground control, pseudo-
forces must be used to counter the effects of time
delays in the communications loop. As part of the
integration process, software will be developed to
provide pseudoforces.

Remote-Site Robot Controller

The Langley Research Center is currently
developing an advanced remote-site robot
controlier. This controller hosted on a manipulator
focal processor will provide a significantly higher
level of automation than is currently planned for
the SPDM. The intent is to elevate the operator to
higher levels of supervisory control. It is expected
that this system will complement the JPL OCS
described above. The transfer and integration of
this controller to the ARMSS facility is currently
being planned.

5. Future Activities

NASA is continuing to invest in advanced tele-
robotic research and development activities in sup-
port of space exploration. Many of the generic
technologies developed as part of this telerobotics
program have the potential, when properly
implemented, to improve SS productivity. In
addition to the technologies already discussed
above, current development activities throughout
the NASA telerobotic community are being
reviewed for technology applicable to $S. Work on
fault tolerant robotic architectures at the
University of Texas and icon based task control at
Stanford University are among the technologies
expected to be evaluated for 5SS in the future.
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Abstract

NASA Headquarters' Office of Advanced
Concepts and Technology (OACT) joined efforts
with Johnson Space Center's (JSC) Automation
and Robotics Division and Langley Research
Center's (LaRC) Information Systems Division to
capture the technologies developed during the
canceled NASA Flight Telerobotic Servicer (FTS)
program planned for use on Space Station
Freedom. The recent FTS Technology Capture
effort completed the build and testing of one flight
qualifiable FTS manipulator, deliverable to JSC's
Automation & Robotics Division for environmental
testing. The many robotic technologies
developed to meet the 30 year space environment
design requirements are discussed in this paper.
The manipulator properties were to allow
positioning control to one thousandths of an inch,
with zero actuator backlash over a temperature
range of -50 to +95 degrees C, and were to include
impedance control and inertial de-coupling. Safety

and reliability requirements are discussed that were
developed to allow a thirty year life in space with
minimum maintenance. The system had to meet
the safety requirements for hazardous payloads for
operation in the Shuitle Payload Bay during
demonstration test flights prior to Station use. A
brief description is contained on an Orbiter based
robotic experiment and operational application
using the dexterous FTS manipulator operating on
the end of the Shuttle Remote Manipulator
Systems (SRMS) from ground control.

Anticipated Mission Tasks

The original FTS concept for Space Station
Freedom (SSF) was to provide telerobotic
assistance to enhance crew activity and safety, and
to reduce crew EVA (Extra Vehicular Activity)
activity. The first flight of the FTS manipulator
systems would demonstrate several candidate
tasks and would verify manipulator performance
parameters. These first flight tasks included

[

Figure 1 - FTS Manipulator on Air Bearing Table
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unlocking a SSF Truss Joint, mating/de-mating a
fluid coupling, contact following of a contour board,
demonstrating peg-in-hole assembly, and grasping
and moving a mass. Future tasks foreseen for the
FTS system included ORU (Orbit Replaceable Unit)
change-out, Hubble Space Telescope Servicing,
Gamma Ray Observatory refueling, and several in-
situ SSF servicing and maintenance tasks.
Operation of the FTS was planned to evolve from
teleoperation to fully autonomous execution of
many tasks. The FTS manipulator has been
assembled at Martin Marietta (see Figure 1) and will
be delivered to NASA/JSC (Johnson Space
Center). Successful component tests indicate a
manipulator which achieves unprecedented
performance specifications.

Currently anticipated tasks for dexterous space
manipulators still focus on reducing EVAs as well
as enhancing crew activity and safety. The Space
Station (Freedom ?) plans to utilize a dexterous
manipulator, SPDM (Special Purpose Dexterous
Manipulator), on the SSRMS (Space Station
Remote Manipulator System) to perform
maintenance tasks such as replacement of ORUs.
A potential being investigated for use on the
Space Shuttle in assistance with EVA worksite
setup and teardown. The first and last portion of
most EVAs consist of placing or retrieving PFRs
(Portable Foot Restraints), Tool Boards, and other
devices needed to support EVA tasks. Other
possible uses for dexterous manipulators include
contingency use to avoid additional EVA crew
intervention. The FTS manipulator requirements
and designs are examples by which to assist in
understanding current dexterous manipulator
tasks and plans.

The wide range of FTS mission tasks combined
with the desire to evolve toward full autonomy
forced several extremely demanding
requirements. Some of these requirements may
be excessive to telerobotics community, but the
FTS requirements appear to have been created to
accommodate an open-ended evolution. This
operational evolution would not be impeded by
functional limitations in the FTS manipulator
systems. Many of the FTS requirements
discussed in the following sections greatly
influenced the development cost and schedule of
the FTS manipulator. A recommendation arising
from the FTS program to remedy the possible
impacts from such ambitious requirements is to
better analyze candidate robotic tasks. Based on
these task analyses, then weigh the operational
impacts against development impacts prior to
requirements definition.

Eunctional Regquirements

The functional requirements of the FTS
manipulator involve environmental, performance,
safety, and resource effects. Many of these
requirements are driven by the space
environment, such as operation in thermal
extremes, the need for safety, and limited resource
availability (weight and power). Many of these
requirements, however, focus on the manipulator
and component functions to insure superior
performance and ability to upgrade (evolution
toward autonomy).

The primary robotic function of the FTS
manipulator is that it move or manipulate objects in
zero-gravity. Because interchangeable end-
effectors were being considered, the manipulator
requirements specify the tool-plate as the point of
refarence (see Figure 2 for FTS manipulator
dimensions and components.) The tool plate is
the attachment point for the wrist forcetorque
sensor. A manipulated object's mass may be as
high as 37 slugs (1200 Ib.) with the manipulator
able to move masses less that 2.8 slugs (90 Ib.) at
velocities of 6 inch/second. Unloaded tool plate
velocity will be at least 24 inch/second. Accuracy
of tool-plate positioning relative to the manipulator
base frame must be within 1 inch and + 3 degrees.
The manipulator must be able to resolve tool-plate
incremental motion within 0.001 inch and 0.01
degrees. (Of coarse, verification tests of such
extreme resolution specifications is costly.)
Additionally, repeatability must be within 0.005
inch and + 0.05 degrees with respect to the
manipulator base frame. To perform useful worik,
the FTS manipulator was required to provide 20
pounds force and 20 foot-pounds torque output at
the tool plate in any direction and in any
manipulator configuration. These output force and
positioning requirements were to be utilized with
several control schemas including joint-by-joint,
Cartesian, and impedance control.

To operate in space, the FTS manipulator had to
meet the shuttle safety requirements as well as the
environmental extremes. The safety
requirements, as discussed later in this paper,
ensure Orbiter and crew safety through fault
tolerance. Safely is cited by Shattuck and Lowrie
[1992]) as "the single largest factor driving the
system design." Safety and fault tolerance
requirements resulted in monitoring of joint and
Carteslan data, in checking of loop times to ensure
proper functioning, in cross-strapping along
communication paths, and in the addition of a
hardwire control capability as a backup operational
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mode. Orbiter launch and landing impart vibration
into the system which requires structural analysis
and testing. Electromagnetic interference (EMI)
must be limited both from Invading and from exiting
the manipulator systems. However, the most
demanding aspect of the space environment from
the FTS designer's view is the thermal vacuum of
space. Operation in a hard vacuum (105 torr) and
over temperatures from -50°C to 95°C, with
directional heating and gradients, forced
innovative designs, careful materal selection, and
extensive analysis.

Another consequence of the space environment
is operation In zero-gravity. Designing the
manipulator for a zero-g environment impacts
structural, electromechanical, and electrical power
considerations and well as the control system
design. Because weight is a premium in space,
motors are chosen to provide torque's for zero-g
operation. This saves significant weight and
electrical power when compared to motors chosen
for ground-based operation. Smaller motors also
benefit the thermal control system. The structure
must also be lightweight, which increases flexibility
and lowers structural bending mode frequencies.
While being lightweight and more flexible, space
manipulators are expected to handle payloads
more massive than the manipulator. This
expectation is far different from terrestrial
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Manipulator Kinematics

A 7-DOF (degree-of-freedom) R-Y-P-P-P-Y-R
design is used with the first joint (shoulder roll)
utilized for task-dependent configuration
optimization. The outer 6 joints are actively
controlled for coordinated output motion. The
kinematic design has minimal joint offsets and 90°
twist angles to simplify the kinematics. The 6-DOF
kinematic arrangement, with three adjacent pitch
joints, provides a closed-form inverse kinematic
solution with few singularities within the
manipulator workspace. The singularties which
occur when the wrist roll or wrist yaw align with the
shoulder yaw are beyond the usual workspace of
the manipulator. Other singularities occurring at
joint limits and when the elbow passes over the
*home” position (see Figure 3), shown below, are
eliminated with mechanical and software joint travel
limits. The 3 inch displacement of the elbow joint is
to allow the arm to fold back on itself for a greater
workspace.

Link Structure

The manipulator links provide structural support as
waell as joint controller electronics packaging and
thermal control. Packaging and thermal control
determined link sizes while fracture and stiffness
considerations drove the structural design of the
links. A stiffness requirement of 1,000,000
pounds/ffoot and 1,000,000 foot-pounds/radian
resulted in a smallest structural safety margin which
exceeds 14, far greater than Shuttle requirement
for a 1.4 factor of safety. Easy access to
electronics Is through side plates on the links. To
avoid the cost and complication of active cooling,
radiation is the primary thermal path. The controller
boards sit in slots within the links which provide
conduction paths to the link structure for radiation
to the environment. Figure 4 shows the links and
the computer cards which fit within the links. The
link designs use material coatings, mounting
hardware, and Kapton/Inconel film heaters to
maintain thermal control.

Actuators

The joint actuator designs, developed by Martin

Marietta and Schaeffer Magnetics, wers also driven
by positioning, performance, and thermal
demands. These high-performance, zero backlash
actuators each house a DC-motor, harmonic drive
transmission, output torque sensor, output
position sensor, fail-safe brake, hard-stops, and
internally routed cabling. The design achieves
considerable commonalty between actuators.
Three sizes are used - one for the 3 shoulder
joints, one elbow joint, and one for the 3 wrist
joints.

The DC-motors have brushless, delta-wound
stators with samarum cobalt rotors. This design
offers good thermal properties, low EMI, minimal
rotational losses, and linear torque-speed
relationships. Motor commutation signals are
generated from Hali Effect sensors, a second set
of which is installed for redundancy. A secondary
set of windings within the stator, driven via an
independent electrical path, provides at least 10%
rated torque and 0.5 degrees/second joint velocity
for operation of a backup mode. This degraded
mode of operation, commanded joint-by-joint
satisfies the need for safing the manipulator after
failure of a primary system. Fail-sate brakes
attached to the motor rotor shaft are spring-loaded
so that loss of power engages the brake. These
brakes may be released with an EVA release bolt,
which when tumed 90° releases a cam on the
brake armature.

Harmonic drives provide 100:1 backdrivable gear
reduction in a compact volume. The harmonic
drives were chosen for torsional stiffness and zero
backlash. Cup size is determined by joint torsional
stiffness requirements. In fact, because of the
relative flexibility of the harmonic drive, all other
torsion members are considered rigid. Rather than
the standard Oldham coupling to the wave
generator, a specially designed cylindrical coupler
was used to eliminate backlash. Additionally, the
output is coupled to a flange around the motor and
hamonic drive. This flange, mounted to large
duplex bearings provides compactness, rigidity,
and an efficient load path to the output link.

!

N

Figure 3 - FTS Manlpulator "Home" Position
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An analog torque loop Is Implemented in the joint
servos to accommodate the non-linear and high-
frequency affects of the harmonic drives. Sensed
torque values come from an output torque sensor
embedded on the harmonic drive output flange.
Strain gages are mounted to the spokes of the
titanium flange. This sensor placement isolates the
sensor from structural loads (bending), thus
primarily transmitting actuator torque. For effective
performance, this analog torque loop operates at
1500 Hz.

Like the manipulator structure, the actuator
housings and bearings were designed for stiffness
and thermal stability. A standard bearing steel,
440C stainless, is used for all bearings. Bearing
lubricant is Braycote 601, a liquid lubricant used in
space applications. Its very low vapor pressure
allows the actuator to be vented rather that sealed,
but was still designed to resist contamination and
assembily in a clean room. The motor bearings are
deep-groove roller bearings sized for the thrust
load of brake engagement and spring pre-loaded
to minimize temperature sensitivity. The output
bearings are large diameter, duplex-pair, angular
contact bearings (face-to-face mounting). These
bearings share radial and thrust loads with another
duplex-pair on the other side of the actuator. An
exception is the wrist roll, which has a single,
duplex pair mounted back-to-back for better rigidity
against the bending moments of the full cantilever
load. Unfortunately, this back-to-back Installation
has greater sensitivity to assembly misalignments.
This sensitivity may contribute to the excessive,

uncompensated friction discovered during recent
wrist roll torque loop tests.

The actuator housings are aluminum and titanium.
Titanium is utilized near bearings. The similar
thermal propetties of 440C stainless and 6AI-4V
titanium minimize temperature effects on bearing
pre-loads. These pre-loads were detemmined as a
compromise between stiffness and friction drag.
The actuator case was designed for thermal needs.
Motor and brake heat is dissipated to the ends or to
the casing and then radiated to the environment.
Like the links, the actuator design uses themal
Isolation, material coatings, and internally mounted
film heaters to protect bearings from thermal
gradients. These gradients could adversely affect
actuator friction and positioning accuracy.

The positioning and incremental motion
requirements call for encoder data within an arc-
minute which required position resolutions to 22-
bits. To meet this need, inductive encoders were
developed specifically for the FTS program by
Aerospace Controls Corporation. These encoders
have a fine and a coarse track used for incremental
and absolute position resolution, respectively.
Temperature effects on sensor accuracy were
discovered during thermal testing. These ermors
were stable and repeatable with temperature, and
are thus cotrectable in software.

All cabling In the manipulator is intemally routed
through the links and actuators. Each actuator has
a cable passageway designed to eliminate twisting

Figure 4 - FTS Manipulator Links and Controller Cards



of cabling, thus minimizing chafing opportunity.
The innovative cabling within these actuators Is of
Flat Conductor Cables (FCC), manufactured by
Tayco, Inc. FCC is used in space applications, but
for this application up to 34 layers of laminated
cables are used in a single actuator passageway.
The cables consist of altemating layers of Kapton,
FEP, and photo etched copper conductors with a
vapor-deposited copper shield. These cables are
to operate from -50°C to 95°C through thousands
of cycles. These cables route serial data, video
signals, power, and discrete signals. Acceptance
tests of a tew cables indicated minor lamination
problems apparently due to entrapped water
vapor. Investigation of the cable manufacture and
tests of additional cables indicated several areas for
possible change as well as a method for cable
repair. Recent cable tests to 100,000 mechanical
cycles over full temperature ranges verified
continued cable functionality.

Control Systems

The FTS manipulator control design provides 6-
DOF active control over a wide range of payloads
as well as impedance control for stable contact.
The wide payload range specified for the FTS
manipulator causes the manipulator joints to
experience Inertial loads over several orders of
magnitude. These loads are induced by the
coupling which occurs between joints and affects
the trajectory-tracking accuracy of the manipulator.
The position controller implemented in the FTS
manipulator compensates for these torques with a
model-based inertia decoupler. The feed-forward
decoupling scheme computes expected inertial
torques due to commanded motion and sums this
torque with the joint command. The position-
dependent inertia matrices used to calculate these
torques are computed every 200 ms, a time
chosen as a compromise of accuracy and
computational burden.

In addition to the free-space performance
requirements, satisfied with the position controller

and inertial decoupler, the FTS manipulator must
provide stable contact with its impedance control
(see Figure 5). The impedance controller s
position-based, that is, the manipulator and joints
are treated as actuators of Cartesian position.
Thus, end-effector force measurements are
transformed into Cartesian motion commands
based on a desired output impedance. To
malntain stability during the transition from free-
space motion to contact, a joint velocity feedback
term is Included for *augmented damping.” The
resulted lightly damped contact insures stability,
but when contact is broken the free-space motion
becomes overdamped and sluggish. A feed-
forward velocity term is implemented to
compensate for this poor free-space response.
These control schemes, which increase the
complexity of the controller are designed to meet
the FTS free-space motion, payload capacity, and
contact performance requirements.

An emergency shutdown (ESD) system is
embedded in the manipulator control architecture.
This system was implemented to provide active
control of hazards to meet the payload safety
requirement to be two-fault tolerant against
catastrophic hazards. The primary hazards in this
case are unplanned contact and excessive force
generation. The ESD approach is to use 3 control
levels to monitor joint and Cartesian positions and
velocities, comparing both commands and sensor
feedback. A separate ESD bus, which connects
the joint, manipulator, and power controllers, is the
path by which an ESD is initiated - removing power
from the manipulator systems. The first level
checks that commanded values are within
allowable limits both in the manipulator controller
and the joint controllers. The second level
monitors safety critical parameters such as position,
velocity, and torque with the joint controllers and
within the manipulator controller collision
avoidance routines. The final level of ESD
monitoring is a check of redundant safety critical

Canesisn

Inertiat Load °| Position and
Orientation
L
X
K, ‘.——

Figure 5 - Manlpulator Impedance Control Block Diagram
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parameters in the redundant manipulator controller
and in independent joint controllers.

In the event of an apparent failure, several possible
ESD actions may be automatically initiated. The
operator, of course, has a manual ESD to power oft
the manipulator at any time. If monitored values are
elevated but do not pose immediate danger, a soft
stop is initiated by the control software. A soft stop
commands the manipulator to hold the current
position with brakes off (disengaged). An example
of a soft stop condition is a Cartesian manipulator
command which violates a warning boundary near a
known obstacle. A hardware ESD is initiated by
any controller when an analog sensor value
exceeds its limit value - resulting in an ESD
notification on the ESD bus. These analog
comparisons are being performed at 1500 Hz. A
software ESD occurs when a controller CPU
detects an out-of-limit condition and signals the

power module over the Mil-Std-1553B
communication bus. The power module then
initiates a combination ESD to power off the
manipulator. A combination ESD is detected by
software comparisons in the controllers and
initiates a software reset of a hardware limit value to
force a hardware ESD. All these ESD paths were
analyzed to determine reaction times to various
failures such as a joint runaway. Hardware ESDs
occur in 11 msec, combination ESDs occur in 30 to
206 msec, and a combination ESD may take up to

4026 msec for an over-temperature condition.

The end-of-arm tooling built for the FTS
manipulator has a parallel jaw gripper and space for
later addition of an end-effector exchange
mechanism. This gripper and wrist mounted
camera and lights are shown in Figure 6. The
gripper fingers are a cruciform designed for
positive contact and retention. The gripper fingers
ride on a rack and pinion driven by a harmonic drive
transmission and a single DC-motor. A pair of fail-
safe brakes are installed to provide fault tolerance
against inadvertent release. Each of the two
brakes can withstand forces greater than expected
gripper forces (maximum anticipated load is 30 Ib,
brake hold is 50 Ib). Gripper forces are measured
by a torque sensor and also by motor currents.
The concern over inadvertent release also
impacted the design of planned task items. These
items were instrumented to insure positive grasp.
As a final safety measure, the gripper fingers are
attached with EVA compatible boits which may be
removed on-orbit to release the gripper.

Safety Requirements

Robotic Manipulator Systems can provide the
capability to perform work and assist humans in
space as long as they are safe and reliable. The
space based requirements differ significantly from

Figure 6 - End-of-Arm Tooling/Gripper



terrestrial based manipulators used in industry and
research. In most terrestrial robot implementations,
the prime method for dealing with failures is to
keep workers out of the robot workspace when
active and by accepting the occasional parts
damage following a failure due to high volume parts
fabrication. This approach is not acceptable for
space applications where humans are involved, the
effects are very high in costs or it's extreme
difficulty to repair. These effects impact the design
requirements for space manipulator systems.

Hazards and Controls

All manned space flight systems are assessed for
flight hazards their use would impose. From such
an assessment the causes of those hazards are
determined, and methods to control those hazards
are developed. To gain flight acceptance, multiple
leveis of hazard control must be designed and
verified to assure the desired level and coverage of
controls. In the FTS system development, safe
control of hazardous operations forced additional
requirements in the design of the manipulator
system, its interfaces with the Orbiter and the task
elements the FTS was to interact with.

The primary hazards associated with the FTS
manipulator operations and the three methods for
providing safe control are as listed:

A) Unplanned contact or impact during operations
1) Operator and computer control to not
command unplanned contact.
2) Boundary management software operation.
3) Redundant boundary management software
operation in the safety computer
B) inadvertent release of hardware
1) Hardwired enable gripper brake power from
Independent switch in the aft flight deck
2) Operator Interface Computer: (the aft flight
deck portable laptop computer) command to
release gripper Brake #1
3) Hand controller switch to release gripper
Brake #2
C) Failure to stow for safe Orbiter landing
1) Normal computer operations (With hardwired
control for added reliability)
2) Jettison via RMS (or EVA if time permits)
3) EVA operations to stow or jettison
D) Excessive applied gripper force or torque
1) Force control using gripper force sensor
2) Current limiting ESD (Emergency shutdown
detection)
3) Redundant current limiting ESD
E) Excessive applied manipulator force or torque
1) Normal control with active Cartesian load from
joint torque command

2) Cartesian force limiting, using wrist
forceftorque sensor channel A

3) Redundant Cartesian force limiting, using
wrist forceftorque sensor channel B.

Primary concerns in the design of space
manipulator systems have to do with the effects of
system failures on the crew or vehicle. Operational
limitations of use are placed on robotic systems
that may otherwise be perfectly capable of
performing their intended operations. Limitations
on use are imposed due to the fact that if a system
is performing a task and were to have a failure, the
effect of that failure must not prohibit the intended
function from being performed in the time frame
that function is critically needed, and any failure
must not prohibit any other safety related
operations from being carried out during its time of
criticality.

For a system to continue operations after a failure,
any remaining operability the system might contain
must also provide that same capability to make itself
safe to the vehicle and crew if it were to suffer a
failure. Otherwise that additional level of operability
would only be allowed for temporary use to make
the task situation safe, remove the robot from the
task area, and then stow it in a safe retumable state
or eject it so the vehicle can retum to Earth. The
added operability would not be allowed for
continued use to proceed with the intended task,
except to make the situation safe. This is the
fundamental concept of hazard control for the
Orbiter.

ETS Fail Safe Operations

Several FTS configuration descriptions follow
below along with design features to address key
functions which allow for safe operations. The
designs comply with NASA's Orbiter safety policy
and requirements of NSTS 1700.7B with
interpreted in NSTS 18798A. In several cases, the
hardware or software system could not be
designed to meet the required levels of fault
tolerance without significantly complicating the
design or dexterity of the manipulator system.
Therefore reductions in compliance with the safety
requirements placed operational limitations on the
use of the FTS System. The system is considered
fail safe; where under any failure the system will not
cause a catastrophic hazard, and therefore does
not jeopardize the safety of the Orbiter or crew.
The FTS system is not fail-operational. Such a
system, after any initial failure, could continue
normal intended operations since it would still
retain the ability to make itself safe after a second
failure.
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The DTF-1 concept fulfilis the first method of
hazard control for Orbiter safety using its normal
modes of operation. If any of the single points ot
fallure occur, normal operations will cease and an
attempt to safe the manipulator system by use of
the hardwired control. Note that hardwired control
is only a supplement to the first level of hazard
control. If the manipulator system cannot be safed
by use of the hardwire control, the mission will be
assessed to determine if enough time remains to
perform an EVA to safe the manipulator system. if
hardwired control cannot safe the manipulator
system and time does not pemit an EVA to safe
the manipulator or remove it for stowage, then the
RMS will grapple the telerobot using the RMS
grapple fixture for jettison. This is the second
method for hazard control. The third method of
hazard control to provide two fault tolerance for
Orbiter safety is EVA operations. Remaedial
operations could be to remove the manipulator,
release the gripper and/or release the actuator
brakes. This would be to allow stowage of the
manipulator, elther Into its caging devices or by
removal and strapping it in the airlock, or otherwise
by release into orbit.

Hardwired Control

The FTS system incorporates a backup hardwired
control capabiliity in the event of a failure which
precludes closed loop computer control of the
manipulator system. The main purpose is to
minimize the likelilhood of having to jettison the
system or perform an EVA operation. This has the
effect of making the computer system, sensor
systems, software, servo systems and most other
hardware single fault tolerant, even though the
operations would be significantly degraded In
performance.

Operational use of the hardwired control is limited
to safing of the system after a failure, by stowing
the arm to allow a safe Orbiter return. It allows
operator control of individual manipulator joints for
stowage and for gripper actuation in the event of
computer control or motor drive failure. When
selected, primary power is removed from all
manipulator motor and brake drivers while retaining
power to camera controls. Software recognizes
the status of the hardwire control, and commands
off all motors and brakes, so that retum to normal
computer operations after hardwired control starts
with all motors and brakes powered off.

Hardwire control is limited to very low joint rates and
torques. Hardwired control is by sequential, joint-
by-joint movement, and provides no force
accommodation to minimize forces imparted into
interfaces. Only a limited set of initiated tasks are

likely to be able to be completed. Emergency
shutdown detection (ESD) iIs not operational
during hardwired control operation, as the operator
can de-power the hardwired drive to stop payload
motion, and brakes can also be used to stop
motion.

Several failures of components employ EVA as the
third hazard control path to ensure stowage of
DTF-1 for safe retumn of the Orbiter. The
manipulator actuators, gripper mechanism, and
manipulator caging mechanisms represent major
groups of such components.

Failure of a caging mechanism to release the arm
for operation would not require EVA for safing the
maniputator. EVA would be used as the third path
for safing the manipulator if more than one of the
four caging mechanism fail to close. In this case,
removal of the manipulator at its shoulder interface
and either manual release into orbit or stowage in
the aidock would be required.

Failure of a manipulator actuator motor drive
electrically or mechanically would require EVA as
the third controlled path. Mechanical release of the
joint actuator brake allows EVA backdrive of the
joint into the caging position. If a manipulator joint
seizes, then EVA is employed as the third hazard
control path to remove the manipulator at the
shoulder and release into orblt or stowage in the
airlock.

There are several single point failures that remain in
the FTS system which may lead to failure of the
manipulator to complete a task, or to stow itself for a
safe Orbiter return. For the Orbiter this is
considered a catastrophic hazard, therefore the
requirements for payloads to provide two fault
tolerant methods of dealing with these effects.

The FTS single-point failures which lead to an EVA
or jettison are few in function, but have
commonalty within the actuator and gripper. These
failures are seized bearings or gears, a short within
the motor winding, or a shont or open in a brake
winding.

Safety Critical Subsystems
The DTF-1 Flight Experiment of FTS has fifteen

different salety critical subsystems and equipment
groups, as listed:

Structure Subsystem, Manipulator, Controls, Data
Management and Processing, Vision, Sensors,
Software, End-of-Am Tooling, Electrical, Power,



Electromechanical Devices, Thermal Control, Task
Panel Elements, Aft Deck Workstation, and Hand
Controllers

Current Status

The flight FTS manipulator assembly and initial
tests were completed under the FTS Technology
Capture program at Martin Marietta Astronautics,
Denver, in July 1993. An acceptance test and
demonstration occurred July 28, 1993, with NASA
participation by JSC and LaRC. The tests were
conducted on an air-bearing table with all seven
joints active, but only four commanded to move for
joint and coordinated Cartesian control. The joint
servo controller loops had not been individual
tuned, and therefore this testing constituted only a
demonstration of operation, rather than a
performance test. Contact stability and variable
compliance interactions with external structures
were also demonstrated. The servo tuning can be
readily accomodated, as all parameters are
programmable, including the torque loop
frequency responses.

A follow-on effort called the Bridge Task integrated
and checked-out the flight End-of-Arm Tooling
(EOAT or gripper) and wrist camera onto the flight
manipulator. The Mil-Std-1553B communications
bus underwent performance tests between the
three internal arm control computers and external
coordinating controllers. Martin Marietta provided
engineering assessments for a proposed flight
experiment concept that separated the
manipulator arm from the main avionics. The
integrated safety design and control of the system
was meticulously maintained. All engineering,
analysis, data files and article data packages are
being completed and documented under the
guidance of Martin Marietta's QA and NASA's
SR&QA to maintain the flight heritage of the
manipulator and components.

NASA Flight Plans

JSC developed an Orbiter based flight experiment
concept to demonstrate a dexterous robotic
manipulator system that can operate on the end of
the Shuttle Remote Manipulator System (SRMS}).
This configuration was recommended by Shuttle
payload and operations managers as the most
useful and beneficial, as opposed to a relocateable
dexterous device only. The operational uses allow
planned payload manipulation tasks and provides a
capability for contingency operations for payloads
and for some Orbiter problems. The benefit is to
minimize overall EVA time currently consumed by
routine tasks, such as EVA site setup and
takedown. This would allow EVA to be most
usefully allocated for complex operations. Langley
Research Center and JPL are team participants in
this proposed venture, called DOSS for Dexterous
Orbiter Servicing System. Langley would be
responsible for advanced robotic controls
development and JPL for advanced operator
control from a ground control station.

The other significant function of DOSS includes
ground control of the dexterous manipulator using
3-D graphic simulations in predictive displays to
compensate for the time delays. Ground control
allows multiple rotations of ground controllers to
operate the dexterous manipulator. The flight
experiment concept is cost effective, in that the
most expensive development item, the flight
manipulator, is available and can be capitalized on.
The manipulator along with all ancillary avionics and
mechanisms were designed to meet the integrated
and operational Orbiter payload safety
requirements. Such a flight experiment would
provide significant risk mitigation for robotic
applications in space, e.g. the new space station,
since much of its maintenance is now baselined
with the use of ground controlled robotics. The
station program seems to be counting on
dexterous robotics with no flight operations time to
provide insight into possible complications.
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Abstract

In this paper, we first briefly overview the update of
the Self-Mobile Space Manipulator (SM?) configura-
tion and testbed. The new robot is capable of project-
ing cameras anywhere interior or exterior of SSF, and
will be an ideal 100l for inspecling connectors, struc-
tures, and other facilities on SSF. Ezperiments have
been performed under two gravity compensatlion sys-
tems and a full-scale model of a segment of the Space
Station Freedom (SSF). This paper then presenis a

real-ime shared control architecture that enables the’

robot to coordinate autonomous locomotion and teleop-
eration input for reliable walking on SSF. Autonomous
locomotion can be ezecuted based on ¢ CAD model and
off-line trajectory planning, or can be guided by a vi-
ston system with neural network identification. Tele-
operation control can be specified by a real-time graph-
ical interface and a free-flying hand controller. SM?
will be a valuable assistant for astronauts in inspection
and other EVA missions.

1 INTRODUCTION

Since 1989, we have been developing the Self Mobile
Space Manipulator (SM?) which is a walking robot
to assist astronauts on the Space Station Freedom
and other space structures in performing construction,
maintenance and inspection tasks. It has end-effectors
for attachment, and can step from point to point to
move freely around the exterior of space structures.
SM? can replace EVA astronauts in performing te-
dious or dangerous tasks, and can be deployed quickly
to investigate emergency situations. It is simple and
modular in construction to maximize reliability, sim-

9Copyright ¢ American Institute of Aeronautics and Astro-
nautics, Inc., 1994. All rights reserved
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plify repairs and minimize development time. SM? is
lightweight, so it can operate with minimum energy
and disturbance to the structures.

Over the past four years, SM? has progressed from
concept, through hardware design and construction,
to software development and experiments with several
versions of the robot. During the first year, we devel-
oped a concept for robot mobility on the space station
trusswork, and experimentally tested a variety of con-
trol algorithms for simple one-, two- and three-joint
robots. During the second year, we developed a sim-
ple, five-joint robot that walked on the tubular-strut-
and-node structure of the original Space Station Free-
dom design, and a gravity compensation system that
allowed realistic testing in a simulated zero-gravity en-
vironment. The third-year work focused on develop-
ment of the manipulation function; we added a part-
gripper and extra joint at each end of the robot, and
developed related control software.

In this paper, we will report the research and devel-
opment work performed during the forth year of the
project, with emphasis on the shared control system
developed to facilitate the execution of complex tasks
in space applications.

2 NEW SM? DEVELOPMENT

In response to the changing design and needs of
SSF, our focus has shifted to adapting SM? as a mo-
bile inspection robot to augment the fixed video cam-
eras planned for SSF. The robot’s size and configu-
ration have been adjusted to accommodate the new
truss structure. The space station truss design has
been changed by NASA in favor of the current pre-
integrated truss (PIT) design, utilizing I-beam mem-
bers. The new truss design is hexagonal, rather than
rectangular in shape. Therefore, our first goal was to
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modify the SM? configuration to adapt to this new
space station truss.

The second goal of the project was to specialize the
SM? robot as an inspection robot. There is a vital
need for inspection of facilities on the space station,
such as fluid connectors, electric cables, and bolted
segments. Able to reach both exterior and interior of
the space station, the movable cameras will be essen-
tial for this task. SM? will be capable of projecting
cameras to any position on the space station through
its inherent self-mobility.

2.1 Robot Configuration

The robot’s size and configuration have been ad-
justed for the new truss structure as shown in Fig-
ure 1. On the previous truss design, five degrees of
freedom (DOF’s) were sufficient for locomotion from
any given node to any adjacent node. The robot had
two joints at each tip and one elbow joint. In order
to enable the new robot to step from one face of the
redesigned hexagonal PIT structure to adjacent faces,
and to retain the symmetry of the SM?, the new robot
requires a total of seven joints, three at each tip and
one at the elbow. The symmetry of the robot mech-
anism is important for the control of locomotion, so
that as the base of the robot is switched, we simply
switch the numbering of the joints from the base to
the tip. This allows the out-of-plane motion needed
to step from one face of the truss to another. In addi-
tion, the total length of the robot has been increased,
and the flexibility of the two long links has been re-
duced so as to accommodate the size of the new truss
design, while still maintaining the low mass essential
for space applications.

Each of the seven joints is identical, self-contained
and modular so that a minimum inventory of parts is
required for joint repair or replacement. The joints are
driven by harmonic motors and are wired in a modular
fashion so that only one 16-pin connector is required
to deliver all signals and power to each of the joints.

2.2 Beam Grippers

The new truss structure made the old node grip-
pers obsolete and required design of new grippers that
could attach to the aluminum I-beams of the PIT
structure. Each end of the SM? is now equipped with
a three-fingered gripper capable of grasping I-beam
flanges of various thickness and width, as shown in
Figure 2. The single finger, driven by a DC motor,
slides back and forth to allow opening and closing of

the gripper. A linear potentiometer measures the sin-
gle finger position, while motor current indicates grasp
force.

Each gripper has been equipped with sensors neces-
sary for reliably and securely grasping the beam. Us-
ing force-sensing resistors, contact switches on each of
the three fingers can be checked to verify a good grasp.
In addition, capacitive proximity sensors at the base
of the fingers sense beam proximity up to about four
inches away and are useful in aligning the gripper with
the beam.

2.3 Cameras Modules

There are three camera modules attached to the
robot, one at each tip, and one on the elbow joint.
Each camera has separate controllable zoom, fo-
cus, and iris with four high-intensity lamps arranged
around each camera.

The elbow camera has one motorized degree of free-
dom. Since the robot has one redundant DOF, the el-
bow camera has effectively two DOFs in determining
it’s view. With both ends of the robot attached to the
truss, for example, the collection of all possible views
sweeps out a half torus about an axis defined by the
two base joints at each tip. Thus, the elbow camera
can provide valuable visual information about global
location on the space station.

The two tip cameras serve twin purposes. The pri-
mary purpose is, of course, visual inspection by hu-
man operators. The robot tip camera at the free
end can provide views of the truss structure that any
fixed camera around the space station simply cannot
achieve. I-beam connections as well as the inside faces
of the I-beams are two locations where a movable cam-
era might provide significantly better views. The sec-
ondary purpose for the cameras concerns autonomous
locomotion on the truss. We use neural-network based
machine vision with images from the tip camera to
autonomously mate the gripper to the I-beam flanges.
The tip camera module and end-effector are shown in
Figure 3.

2.4 Gravity Compensation

To simulate the zero gravity environment of space,
we use two independent gravity compensation systems
developed at Carnegie Mellon University. Each grav-
ity compensation system provides a constant upward
vertical force through a counterweight mechanism and
a series of cable and pulleys. The support cables are
attached to the centers of gravity of the two long links



on the robot. A 10:1 ratio in the counterweight mech-
anism keeps the increased inertia in the vertical direc-
tion to 10

The support cables attached to the robot are
tracked overhead by two separate, actively controlled
carriage systems. Angle sensors detect x-y movement
of the support cables. The first system is a Cartesian
gantry system and allows robot motion in an area that
is 17 feet long and 9 feet wide. This allows us to test
large global stepping motions for the robot. The sec-
ond systemn is a smaller cylindrical compensation sys-
tem supporting a smaller field of motion. This allows
a large variety of motions to be tested without the
supporting cable of the larger system interfering with
the carriage beam of the smaller system [2].

In addition to the mechanical gravity compensa-
tion, we provide for active residual gravity compensa-
tion in software to correct for minor discrepancies in
the mechanical system. This is especially necessary to
provide appropriate torques for the three joints at the
free end of the robot. The combination of mechanical
and active gravity compensation provides for realistic
zero gravity experiments and testing.

2.5 Truss Mock-up

In our lab, we have built a truss mock-up which is
a full-scale representation of a small portion of the en-
tire truss structure on the space station. The mock-up
includes four faces of the hexagonal structure as shown
in Figure 4. Each beam is constructed of wood with
sheet aluminum laminated to the flange faces to al-
low for realistic machine vision testing. Varying flange
widths and thicknesses allow for robust testing of the

grippers.

3 REAL-TIME SHARED CONTROL
ARCHITECTURE

At the heart of the SM? control software lies a real-
time shared control architecture [1]. It is modular in
design whereby tasks are composed of independent,
reusable subtasks. High level tasks for the SM? robot
range from teleoperation to semi- autonomous tasks to
fully autonomous walking. These tasks often use many
of the same subtasks such as trajectory tracking, beam
grasping, point convergence, and switching the base
of the robot. These subtasks are coded as modular
library routines which may be dynamically sequenced
through a coordination module and state machine.

3.1 Coordination of Tasks

The various task modules need to be coordinated
in an intelligent fashion. We used a state machine,
programmable through a simple language and parsed
in real-time. The state file describes the following at-
tributes of the state machine:

e Defines the number of subtasks and the possible
message inputs and outputs for each subtask.

o Defines all tasks (states).

¢ Defines all possible transitions and the initial task
(state).

A subtask is defined as shown in the following ex-
ample:

SUBTASK grasp

INPUT on off open close stop gripperl
gripper?2

OUTPUT noncontact contact done grabbed

The first line merely assigns a label to the subtask.
The second line gives a list of valid messages that
the subtask grasp will accept as input. Each of these
inputs is easily understood. For example open com-
mands the subtask to open the gripper, while gripper2
commands the subtask to switch to gripper2. Finally,
the last line specifies the outputs of the subtask.These
are then used in the sequencing of states.

A typical task specification might appear as follows:

TASK tele_gripper_close
SUBTASKS grasp tele
START tele:on tele:grp grasp:close
END grasp:off
Here, again, the first line merely assigns a label to
the task. The second line specifies which subtasks are
part of the overall task. In this example, both grasp
and teleoperation combine to form the specific task.
The next line specifies what messages to send to the
various subtasks at the start of the overall task. The
first two commands make certain that teleoperation
is in the on mode and that the control mode is the
gripper mode. The final start message instructs the
grasp subtask to attempt to close the gripper. In the
final line, we specify what messages to send at the end
of a task execution. Once the gripper is closed, we
instruct the subtask grasp to turn off.
Finally, below we show an example of specifying
state transitions and an initial state:

TRANSITION  tele:down tele_gripper_idle
tele_gripper_close
tele_init

INITIAL.TASK
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The transition statement simply states that when
the subtask fele receives a down message - when the
appropriate button is pressed on the teleoperation
hand controller - the state machine should sequence
from the idle gripper mode to the close gripper mode.

In such a manner, high-level tasks can quickly be
programmed from a library of subtasks through the
state machine. Note that subtasks are reusable from
state to state and can be switched on and off when
necessary. For example, the grasp subtask is equally
necessary in the autonomous locomotion mode as well
as the teleoperation mode.

In short, the state machine allows subtasks to
be shared by high-level tasks which can be rapidly
re-programmed with minimal re-coding and no re-
compilation. This allows for elegant and rapid soft-
ware development.

3.2 Task Modules

We have developed several reusable task modules
for the SM? control software. In each control cycle,
the task modules perform four basic functions:

¢ Read messages from the state machine and re-
spond in appropriate fashion.

¢ Read sensor devices, global variables, or receive
input from remote tasks.

e Generate desirable control motion based on local
inputs.

¢ Send appropriate messages to the state machine.

Since each subtask module produces desired con-
trol commands based solely on its limited criteria, one
module - the combination module - is required to in-
telligently combine these desired control outputs from
individual task modules into one coherent control sig-
nal. The combination module therefore ensures rea-
sonable control outputs based on a weighted average of
the control commands of the individual task modules.

Remote task modules do not fundamentally dif-
fer from other modules except in one respect. These
modules are run on a separate workstation or pro-
cessing board, usually due to high computational re-
quirements that cannot be met in real time. These
modules can interface with the slower real-time boards
via UNIX sockets, a VME bus, or serial lines. Menu-
driven user interfaces as well as a real-time graphical
displays are two examples of such computationally in-
tensive remote tasks. These, along with the other task

modules will be discussed in the context of the follow-
ing two sections which discuss (1) autonomous walking
on the truss, (2) and teleoperation.

4 AUTONOMOUS LOCOMOTION
4.1 Model-Based Walking

The operating environment for the SM ? is very
structured and can easily be modelled with a great de-
gree of accuracy. Hence, it is possible for the robot to
execute a pre-planned sequence of walking steps based
solely on a model of the space station truss struc-
ture. We have successfully executed various sequences
of four steps on the truss mock-up, including steps
of variable length and between different faces of the
hexagonal space station truss structure. Each walking
step is decomposed into several distinct phases: (1)
ungrasping the beam, (2) separating smoothly from
the beam, (3) executing a global trajectory, (4) exe-
cuting a straight-line motion towards the beam, (5)
closing the gripper, and (6) switching the base for the
next step.

First, the gripper is opened until the sliding po-
tentiometer indicates that the gripper is in the fully
opened position. Second, while keeping the orienta-
tion of the gripper aligned with the beam, the free
end is moved above the beam in a straight-line mo-
tion so as to avoid potential collisions with the space
station truss. Once the free end is safely above the
truss structure, control is switched to the execution of
a global trajectory in the state machine.

A global trajectory is defined minimally by the
starting point and the target destination. The opera-
tor, however, is free to include as many via points as he
chooses along the path of the trajectory. These points
may be generated alternatively in a preprogrammed
file or through the real-time graphical display as dis-
cussed in the subsequent section. As the trajectory
is being executed, errors are dynamically corrected by
continuously calculating a smooth path between the
current position and the desired trajectory path. If
no, intermediate points are specified along the tra-
jectory, the inverse kinematic algorithm, as explained
later on, will generate intermediate points which lead
to a smooth trajectory.

The trajectory will finish with the proper gripper
orientation about 20 inches above the target beam and
location. From there, the state machine enters the
next phase of execution; that is, a straight line descent
towards the target beam along the surface normal of
the beam.



Each gripper has multiple sensors that can be used
during approach to the beam and grasping. Proximity
sensors at the base of each finger provide information
about the relative orientation of the gripper and beam
from several inches away, and signal when the gripper
face is close against the beam. Contact switches, us-
ing force sensing resistors (Interlink), sense contact of
the three fingers with the edge of the beam to verify
a sense grasp. Gripper motor current is also sensed
to indicate the grasp force. After the initial grasp is
made, the gripper is opened slightly (about 0.25 inch)
and closed again. This helps to automatically correct
for any remaining misalignment.

Finally, if another step is to follow, the robot will
switch bases. What was the free end before, will now
become the fixed base and vice versa.

It is important to note that the entire sequence de-
scribed above is controlled through the state machine.
Each phase of the stepping motion will execute only
when the appropriate done message is sent by the con-
trol software to the state machine. The proper done
message triggers a transition to the next state. The
entire walking step is divided into a sufficient number
of subtasks, any or all of which can be used during
other modes, such as teleoperated or semi-autonomous
control.

4.2 Neural Network Based Visual Servo-
ing

Although we have a good model of the environment,
errors can accumulate over consecutive steps. This
can potentially lead to a failure in properly grasping
the next beam. If this should occur, a neural-network
based vision system will assume control, correct any
such error and properly complete the grasping of the
beam. It is preferable to use the vision system only
when failing to complete a grasp, since the vision sys-
tem slows the system performance significantly. The
main bottleneck is, of course, the acquisition of the
images at a high rate.

We trained a neural network on 40x40 digitized im-
ages of flanges at various translational offsets, heights,
and rotations. The neural network learned through
the standard back propagation learning algorithm.

Once the vision system has placed the gripper in
contact with the beam, the state machine returns con-
trol to the same states and subtasks used for closing
the gripper as mentioned previously.

Unlike the previous strut-and-node design of the
space station truss structure, the current design causes
uncertainty in the location of the robot on the truss

structure, since SM 2 is free to grasp the beam any-
where along its length. That uncertainty could po-
tentially be periodically removed by using the vision
system to locate certain known special locations on the
space station truss. One such special feature might be
where two or more beams join. Further work needs to
be done in this direction.

5 TELEOPERATION

We have developed two different methods for tele-
operation. The first method utilizes a six-DOF hand
controller to guide the free end of the robot. The
second method utilizes the real-time graphics display
which provides two views of the space station truss
structure. By selecting the target location for the
robot arm with a mouse, the robot can be made to
execute large global trajectories.

5.1 Hand Controller

We use a commercial, six-DOF, free-flying hand
controller as the principal means for teleoperated con-
trol. The device, called the Bird, operates with a sta-
tionary radio transmitter and a moving receiver. Both
the position and orientation of the receiver relative to
the transmitter is communicated via a serial line to
the controller at a rate of 10Hz. The moving receiver
is attached to a cylindrical stick with an enable switch
controlled with the thumb, and another multi-purpose
two-way switch controlled with the index finger. Fig-
ure 5 shows the control station configuration and the
use of the hand controller.

The hand-controller is used in conjunction with a
graphical user interface to determined the mode of op-
eration for the hand controller as well as the function
of the two-way switch. The menu-driven user interface
allows the operator to select one of three basic modes
of operation, as well as which end of the robot is the
active one. The three modes are (1) position control,
(2) velocity control, and (3) gripper control.

In gripper mode, the two-way switch controls the
opening and closing of the gripper. Velocity control
is generally used during large global motions of the
robot, while position and gripper control are used
when grasping a beam and switching the fixed base
of the robot.

In each mode, the operator can select whether
the motion of the free end of the robot is to be
base-relative, tip-relative, or semi-autonomous. Tip-
relative motion is generally the most useful when the
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only visual feedback for the operator is from the el-
bow and tip camera (i.e. the robot itself is hidden
from view). Base-relative motion is useful in conjunc-
tion with either fixed camera views or the real-time
graphical display which reveal the global position of
SM? on the space station truss.

In manually mating the free end of the robot to
one of the I-beam flanges, the semi-autonomous mode
simplifies the process for the operator. The semi-
autonomous mode allows the operator to automati-
cally orient the free gripper to the correct orientation
for grasping the beam. The control software utilizes
knowledge of which beam the fixed end is currently
attached to and which beam the operator wishes to
grasp in order to select the proper orientation for the
gripper. With this semi-autonomous orienting, the
process of teleoperated walking on the space station
truss is significantly facilitated. Requiring only mini-
mal training, we have repeatedly demonstrated teleop-
erated walking on the truss mock-up, with and with-
out the robot in view of the operator.

The above discussion illustrates several dimensions
of the shared control architecture. We achieve a blend
of teleoperation and autonomous locomotion with-
out the need for new software code. In the semi-
autonomous teleoperated mode, we use the same sub-
task to achieve the proper orientation of the gripper
before grasping as we do in autonomous walking. Fur-
thermore, we are able to use the same grasping subtask
for autonomous walking and teleoperation. In fact,
the message to the state machine issued during au-
tonomous walking and teleoperated control is exactly
the same: close gripper. Thus, all the safety precau-
tions used for ensuring a secure grasp of the beam
during autonomous walking are automatically incor-
porated when the operator commands the gripper to
close on the beam.

In another example, the operator may wish to in-
spect the length of a beam. Rather than worry about
following a precise straight line with the hand con-
troller, the operator may wish to surrender control of
one directional degree of freedom (transverse to the
beam) so that he can inspect the length of the beam
with variable speed, approaching the beam closer if
some damage is observed. This may be achieved by
employing the same trajectory subtask as is used for
the autonomous walking. Again, the shared control
architecture allows an elegant merging of autonomous
and teleoperated function. Simply with some minor
additions to the state machine, the teleoperation func-
tion is seamlessly incorporated into the overall control
architecture.

5.2 Real-Time Graphical Interface

Rather than explicitly define the trajectory which
the robot is to follow, an operator may wish to simply
specify starting and stopping points for global step-
ping motions. To this end, we have developed a real-
time graphical interface.

The graphical user interface is a PHIGS and
XView-based application which runs as a remote task
module. It has been designed to perform the following
functions:

e It provides a 3D display of the robot position, con-
figuration, and its location on the space station
truss structure. Ambiguities in the 3D display
on the 2D screen are resolved by providing two
separate, modifiable views.

¢ It allows for manually controlling task sequencing
in the state machine in real-time.

o It serves as a teleoperation input device for con-
trolling global robot motions.

e It allows for visually pre-planning and simulating
robot stepping motions to avoid obstacles and sin-
gular or near singular configurations.

e It serves as visual feedback to an operator by pro-
viding a global view of the robot on the space
station truss. In addition, it warns of potential
collisions by sending appropriate messages to the
state machine. The operator can thus modify the
robot trajectory accordingly.

In teleoperation mode, the graphical display trans-
lates mouse commands into trajectories in real-time.
Once again, teleoperation and autonomous function
are combined through the shared control structure.
After the operator specifies desired steps for the robot,
the same subtasks which perform autonomous walking
are employed.

6 CONCLUSION

The SM? robot has been redesigned to be compat-
ible with the new space station truss structure. Both
the software and hardware of the SM? system has
been designed to be modular, in order to shorten re-
pair, maintenance, and development time. We have
demonstrated both autonomous walking as well as
teleoperation functions in a single shared control ar-
chitecture. Depending on the calibration errors, the



model-based locomotion with off-line trajectory plan-
ning, and neural-network based vision can be used for
reliable walking. The real-time graphics interface pro-
vides a valuable tool for specifying control inputs in
teleoperation and for displaying the robot configura-
tion under communication delay. The free-flying hand
controller provides an easy way to command robot ac-
tion with two monitor views from the robot cameras.
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Figure 1: A 7-DOF robot manipulator for space sta-
tion inspection

Figure 2: The beam gripper and tip camera module

Figure 3: The tip camera module and beam gripper
serve as vision guided effector in stepping motion
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Figure 4: The Space Station Freedom mock-up and
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Figure 5: The control station with a free-floating hand
controller
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Abstract

This paper presents on-going research in robotic ispec-
tion of space platforms. Three main areas of inves-
tigation are discussed: machine-vision inspection tech-
niques, an integrated sensor end-effector, and an orbital
environment laboratory simulation. Machine-vision in-
spection utilizes automatic comparison of new and ref-
erence images to detect on-orbit induced damage such
as micro-meteorite impacts. The cameras and light-
ing used for this inspection are housed in a multi-
sensor end-effector, which also contains a suite of sen-
sors for detection of temperature, gas leaks, proximity,
and forces. To fully test all of these sensors, a realis-
tic space platform mock-up has been created, complete
with visual, temperature, and gas anomalies. Further,
changing orbital lighting conditions are effectively mim-
icked by a robotic solar simulator. In the paper, each
of these technology components will be discussed, and
experimental results are provided.

1 Introduction

Later this decade, NASA will place in orbit around
Earth the Space Station Freedom (SSF), which will be
used as a science station and home for astronauts for 30
years. Soon after its initial design, engineering reviews
revealed that simple inspection and maintenance of the
station would consume more time than the astronauts
would have available [2]. This was reinforced by results
of the Long Duration Exposure Facility (LDEF), which
showed large amounts of damage from micro-meteorite
impacts and atomic oxygen degradation while in orbit
for five years [8]. For these reasons, NASA sponsored
The Remote Surface Inspection Task (RSI), a five year
technology demonstration task at the Jet Propulsion
Laboratory, California Institute of Technology (JPL).
This project has developed and systematically investi-
gated methods for telerobotic inspection of SSF [4].
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The inspection system which has been built for
this research is comprised of three main subsystems:
robot manipulator control, graphical user interfacing,
and teleoperated/automated multi-sensor inspection.
The robot manipulator subsystem is comprised of a
Robotics Research K1207 arm mounted on a translating
platform, and controlled by a real-time system employ-
ing Configuration Control [9]. The graphical user inter-
face subsystem resides on an SGI workstation and pro-
vides user-friendly interfaces to the manipulator control
and the inspection data [6]. The multi-sensor inspection
subsystem analyzes a realistic SSF mockup under simu-
lated orbital conditions, gathering sensory data indica-
tive of potential problems. This inspection subsystem
is the topic of this paper. The key technology items ad-
dressed are: methods for automated visual inspection;
the development of an Integrated Sensor End-Effector
(ISEE) which encompasses vision, proximity, tempera-
ture, and gas information to monitor the environment;
and a high fidelity simulation of orbital inspection con-
ditions. In this paper, each of these will be described
as well as the issues which they successfully address.

The paper is organized as follows: Section 2 dis-
cusses automated visual inspection in detail, including
the issues of ambient light and registration error com-
pensation, as well as flaw and error models. Section 3
describes the ISEE, and provides a detailed discussion
of the use of proximity sensors for collision avoidance
and surface following. Section 4 discusses the simulated
conditions for the inspection operations, including a de-
scription of the SSF truss mock-up and its temperature
and gas anomalies, as well as a solar simulator which
provides realistic orbital lighting conditions. Finally,
Section 5 provides a summary and some conclusions
drawn from this technology development research.

2 Visual Inspection

The approach adopted for on-orbit inspection of space
platforms consists of locating and characterizing flaw-
induced changes between an earlier reference image
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and a new inspection image. In the absence of noise,
viewpoint differences, lighting variations, and benign
changes, the detection of significant new damage could
be obtained by a process of simple differencing. How-
ever, on-orbit use of robotic machine-vision to achieve
this goal is constrained by a number of technical chal-
lenges:

e Imaging Repeatability. Subsequent scans of
the space platform will not be able to achieve
the same imaging view-point because of the lack
of robot positioning repeatability and the expan-
sion/contraction of space platform structures. This
can result in mis-registered reference and inspec-
tion data sets, as well as previously occluded fea-
tures being made visible and mistaken for new
flaws. The presence of the flaw itself can com-
plicate the recognition of the extent of the mis-
registration.

e Lighting Variation. In orbit, surface appearance
can change drastically due to the variation in am-
bient light (solar and earthlight) illumination in-
duced by orbital motion. Power constraints on ar-
tificial illuminators restrict the illumination tech-
niques that can be adopted to compensate for this
variability. Furthermore, the lack of atmospheric
dispersion of the harsh solar light results in images
having a large dynamic range with sharp shadows.

e Flaw and Object Appearance. The surface
flaws caused by micro-meteorite damage are very
small (% 1 mm) [7] and must be detected on
man-made objects with complex geometric shapes
and constructed with specular materials. Benign
changes such as the gradual reflectivity variation
resulting from exposure to ultra-violet radiation
and atomic-oxygen can mislead the inspection sys-
tem.

¢ System Constraints. Efficient computer pro-
cessing is a must, given the computational lim-
itations imposed by the need to use compact,
light-weight, low-power, space-qualified comput-
ers. Communication limitations in sending data
back to Earth must also be considered in deciding
on the partitioning of the image processing func-
tions between the spacecraft and the ground. Data
storage of the various reference images is less of a
problem than would initially appear, thanks to the
availability of space-qualified mass storage devices.

e Motion Constraints. Robot motions can in-
duce significant platform disturbances due to robot

start/stop motions. If the disturbance is to be min-
imized by performing all of the imaging from a con-
tinuously moving sensor platform, then the result-
ing problems of motion blur must be addressed.

In this report the focus is mainly on the effects of am-
bient light variability and image mis-registration, and
the methods used to compensate for them. A brief dis-
cussion on flaw-models and the quantification of the
flaw detection performance is also presented. A detailed
presentation may be found in reference [1].

2.1 Laboratory Imaging System

The imager consists of an industrial color Charge Cou-
pled Device (CCD) camera. With solar illumination
at earth orbit at approximately 130000 lux, the to-
tal illumination on a typical inspection scene area of
0.1 m? over the duration of a single video field (1/60 s)
1s approximately 215 lumen - s. This is many times that
which can be provided by a low-powered artificial light
source, especially if it were a continuous illuminator. In-
stead, artificial illumination is provided by an electronic
strobe unit, with the laboratory unit providing an illu-
mination of 1.3 lumen -s. When the strobe is used with
the electronic shutter in the camera set to 1/10000 s,
the total ambient solar illumination of the scene is only
1.5 lumen - s, making it comparable to the strobe pro-
vided illumination. Note that the total strobe illumi-
nation remains unaffected by the electronic shutter ac-
tivation because the strobe duration (~ 20 us) is still
much shorter than the exposure duration. The over-
all energy consumption for strobe lighting is also lower
since the strobe is only used when the sensing platform
traverses a new view-point. Further, the use of a short
exposure time reduces the effects of motion-blur in de-
grading the images. (As a practical note, since the lab-
oratory ambient light simulator, described in Section 4,
cannot achieve full solar intensity, the camera electronic
shutter is operated at a somewhat larger setting. This
effectively achieves the same ambient-to-artificial illu-
mination ratio relevant to orbital operations.)

The camera is operated with a unity gamma re-
sponse. Any deviations from a linear response are com-
pensated for in the digitizer. Linear response ensures
that image intensity is proportional to scene radiance
and allows linear operations (e.g. subtraction) on im-
age fields to be correctly computed. This is required
for the ambient light variability compensation meth-
ods discussed in the next section. All imaging is per-
formed using only the luminance signal of the video
signal (quantized to 8 bits) with the color subcarrier
information suppressed.



2.2 Ambient Light Compensation

Ambient light subiraction uses two image data sets to
obtain a compensated image. The first data set is illu-
minated only with the ambient light and the second is
illuminated with the ambient light as well as the arti-
ficial illuminator. The information in the first data set
is subtracted from that in the second to give a compen-
sated image that appears as if it were taken with the
artificial illuminator alone. In order for the subtraction
results to be valid, the sensor response is required to
be linear. There is, however, a reduction of the signal-
to-noise (S/N) ratio since the subtraction process can
nearly double the noise power in the data. Further,
the utilization of the dynamic range of the camera is
also reduced since the sensor cannot be allowed to sat-
urate when both ambient and artificial illumination is
utilized. The performance of ambient light subtraction
is enhanced when the artificial illuminator provides en-
ergy comparable to (or more than) the ambient light.
As discussed earlier, the electronic shuttering mecha-
nism achieves this. Note that strobe illumination is es-
sential here for operating with a moving imaging plat-
form since continuous illuminators, even if low power
and high-intensity, would take a finite amount of time
to ramp up to the desired intensity level. This would re-
quire the imaging platform to be stationary during the
taking of the two image data sets necessary to achieve
compensation.

An additional problem is that in a strobe illuminated
image only one of the 2 : 1 interleaved image fields (say
the odd-field) is lit by the strobe, while both fields are
ambient lit. An estimate of the ambient light compo-
nent in the odd-field is generated from an average of
the ambient light data in the even-field immediately
above and below each odd-field image scan line. A com-
pensated image is generated by intra-frame subtraction,
wherein this ambient light estimate is subtracted from
the odd-field data.

This process does suffer from some disadvantages,
namely a halving of the vertical resolution in the com-
pensated image and the possibility of interpolation er-
rors when estimating the ambient-lit component of the
image. As expected, if the same ambient light is used in
the reference and inspection images, then the interpola-
tion errors are identical and cancel when performing the
subsequent image comparisons for flaw detection. Any
non-zero change can then be attributed to the presence
of a new flaw.

However, interpolation errors are of consequence
when the ambient light changes, and lead to an in-
creased probability of false errors during the flaw de-
tection process. For two special cases which correspond
to limiting cases typically encountered in real applica-

tions, the deleterious effects of the interpolation error
is manageable. The first case corresponds to when the
ambient light illumination of the surface for both the
reference and inspection images has low spatial varia-
tion and the underlying reflectivity of the surface un-
dergoes a large change. Here analysis shows that the
significant errors only happen in regions where the re-
flectivity changes are large, which are precisely the same
regions where mis-registration errors due to sensor-to-
platform positioning errors can be expected to be of
greater significance.

The second case occurs with ambient light discon-
tinuities at shadow boundaries. If the transition from
light to dark in the “pen-umbra” region of the shadow
is very sharp, then the estimate generated by interpo-
lating the even-field data will be incorrect. If, however,
the transition occurs over a spatial extent of more than
a couple of pixels, then the interpolation process will
be able to accurately estimate the ambient light in the
middle of the shadow boundary region. The extent of
the pen-umbra region is a function of the distance from
the surface to the object casting the shadow. If the ob-
Ject is close to the surface then the transition is sharp,
and conversely if it is far away from the surface the
transition is more smooth. Assume that a pen-umbra
region greater than 2 pixels is of sufficient spatial extent
to permit the interpolation to be reasonably accurate.
An estimate of the corresponding object distance that
would generate such a shadow can be easily obtained
from simple geometrical arguments. For a typical field-
of-view and imaging standoff-distance, a shadow transi-
tion region of 2 pixels corresponds to to a surface spatial
extent of about 1 mm. Noting that the sun subtends
approximately 0.0l radians, and that the shadow pen-
umbra must necessarily subtend the same angle, gives
the corresponding object distance as being 0.1 m. Thus
sharp shadows will only be cast by objects closer than
0.1 m to the surface. Even for such sharp shadows,
the situation is ameliorated by the fact that the result-
ing interpolation errors are localized to a region along
the shadow boundary that has a very narrow width. If
the flaw being detected has a spatial extent larger than
this width, then the resulting errors during flaw detec-
tion are reduced. This issue is discussed further in the
Section on flaw models (Section 2.4).

2.3 Registration Error

Registration errors are induced by the lack of repeata-
bility in the viewpoints at which images are taken for
the reference and inspection images. These viewpoint
discrepancies arise due to the inherent accuracy limi-
tations of moving camera platforms. In the laboratory
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environment, i.e., fixed targets and industrial arms with
good repeatability, the inaccuracy translates to no more
that one to two pixels when images are taken from
relatively short distances of less than 0.7 m. In the
space environment, larger repeatability problems are to
be expected due to arm flexibility and object location
changes due to thermal expansion and structural flexi-
bility.

With this mis-registration, the comparison of com-
pensated images by performing a simple subtraction of
the compensated reference and inspection images re-
sults in a number of “false edges” in the differenced
image. The magnitude of registration error depends
on both the directional gradient of the gray-level image
with respect to the camera platform motion parame-
ters, as well as the occlusions at each imaged point.
Here, only the directional gradient with respect to lat-
eral and horizontal motion of the camera platform are
considered, since these are expected to dominate for
this inspection application. Occlusion induced errors
are also not considered, even though their effects could
be significant near any sharp depth deviations in the
image.

A Gauss-Newton iterative method is used to per-
form reference-to-inspeciion image registration prior to
making the comparison. The residual sum of squares
between the actual and an estimated picture is used as
an evaluation function to indicate the degree of match
between the inspection data and a transformed refer-
ence image. The objective is to find a suitable trans-
formation of the reference image so that the residual is
close to zero. The Gauss-Newton algorithm solves this
nonlinear least-squares problem via an iterative solu-
tion method and exploits the special structure of the
gradient and Hessian matrix of the evaluation function
[3]. The iteration process is continued until the least-
squares residue drops below an acceptable threshold,
at which point the estimate can be considered to be
registered with the data. Note that terms involving
the Jacobian matrix in the case of pure translational
mis-registrations can be pre-computed resulting in sig-
nificant run-time computational savings. Nevertheless,
residual mis-registration is still possible because of early
termination of iterative registration correction necessi-
tated by real-time deadline processing constraints.

2.4 Flaw and Error Models

The process used to detect a flaw is intimately linked to
the corresponding model of the flaw. Flaw models must
provide a reasonable approximation to the physical ap-
pearance of the flaw while not being overly complex to
preclude implementation of the associated flaw detec-

tion algorithms on a real-time system. Two types of
flaw models are presented and the corresponding flaw
detection processes are characterized.

A single-pizel flaw model treats each individual pixel
independently of other pixels when it comes to flaw de-
termination. A flaw is assumed to be present at a pixel
if the surface intensity at that pixel in the inspection
image differs from the surface intensity in the corre-
sponding reference image pixel by a value greater than
a characteristic flaw strength. The characteristic flaw
strength is a function of the flaw type and can be deter-
mined by examining images of known and/or calibrated
flaws.

In a multi-pizel flaw model a flaw is assumed to be
present at a pixel if it occupies a certain minimal spatial
extent. More precisely, consider for both the inspection
and reference images, the corresponding surface inten-
sity vectors each comprised of the intensity values in
a spatially connected region around that pirel A flaw
is assumed to be present at the pixel if these vectors
differ from each other by greater than a flaw strength
vector. Once again, characteristic flaw strength vectors
are a function of the flaw type and can be determined
by examining images of known and/or calibrated flaws.

Two special cases may be considered depending on
the nature of the flaw model vector. The first of these,
is the uniform flaw model which takes each component
of the flaw strength vector to be equal. This model
is suitable in cases where the flaw has a uniform ap-
pearance across the entire neighborhood (e.g. a spot of
paint on a surface). The second is the peak/adjacent
flaw model which takes all but one component of the
flaw vector to be constant with the exception being one
single component which has a higher absolute magni-
tude value than the others. The second type is suitable
where the flaw has a strong peak value surrounded by
adjacent pixels with smaller but uniform values. This
provides a crude approximation to the flaw morphology
of micro-meteoroid impact craters where the center of
the crater is darker than the rest.

Given the definition of a flaw, the null decision hy-
pothesis Hg assumes that there is no flaw. The flaw de-
cision hypothesis H; assumes that a flaw is superposed
onto the reference image. In order to determine if a
flaw is present, the log likelihood ratio [10] is checked
to see if it exceeds the test threshold.

Working out the details in the single-pixel case indi-
cates that, as expected, given compensated images cor-
responding to reference and inspection images, the flaw
detection can be performed by locating flaws at all pixel
locations where the differenced image exceeds a pre-
determined threshold. For the multi-pixel model, the
flaw detection process involves taking weighted sums of



the differenced image in a suitable window and com-
paring these sums to a pre-determined threshold. A
sub-optimal version of the detection test can be imple-
mented using morphological erosion operations.

With the appropriate model for the flaw, the theoret-
ical flaw detection performance can be analyzed. The
performance is dependent on the distribution of the flaw
detection signal under the two competing hypothesis:
the Null Hypothesis Ho and the Flaw Hypothesis H;.
If these distributions do not overlap, then it is possible
to pick a threshold parameter for the detection pro-
cess such that all flaws that occur are detected, and at
the same time no false-alarms are generated. However,
the distributions of the signal under both hypothesis
do overlap because of the nature of the noise in the
imaging process, and as a consequence for any threshold
parameter, there will always be a possibility of missing
a flaw and of falsely identifying a flaw. The selection
of the threshold affects the performance of the system
and is a function of the characteristic flaw strength and
the noise levels in the system. Too high a threshold
will decrease the probability of detection Pp, while too
low a threshold will increase the probability of a false
alarm Pp. This aspect of the performance is captured
by providing parametric plots of the Pp versus P for
various cases. These plots are known as Receiver Op-
erator Characteristics (ROC’s) from their earlier use in
radar target detection. A detail analysis of performance
has been conducted using these concepts and presented
elsewhere [1].

Errors in mis-registration correction and ambient
light compensation can be interpreted as increasing
the noise in the image leading to lower detection per-
formance. Residual mis-registration errors induce a
change in intensity which can be confused with a flaw.
Only translational mis-registration effects are consid-
ered here since any mis-registration effects arising due
to small angular motion in the image plane may be lo-
cally approximated as a translational mis-registration.
An analysis shows that the intensity difference at a pixel
due to mis-registration may be considered as an addi-
tional noise term that adds on to the more typical ran-
dom noise components present in an image. The pres-
ence of mis-registration increases the threshold which
must be exceeded before a difference value is considered
to be a flaw, and consequently reduces the possible per-
formance. In a similar way, interpolation errors during
ambient light compensation can also be interpreted as
a noise term distributed over the image. If these noise
effects are localized then they have less of an impact on
the multi-pixel law model likelihood-ratio test than on
the single-pixel case. This is because of the averaging
inherent in determining the likelihood ratio test in the

Figure 1: Large residuals are detected at flaw loca-
tions.

multi-pixel case.

A number of tests under different lighting conditions
have been performed to test the flaw detection algo-
rithms. Flaws are simulated by a random dot pattern
of a given pixel size distributed on the surface of a test
object. Figure 1 shows the final differenced image after
mis-registration correction.

2.5 Visual Inspection Summary

The key conclusions are summarized:

o Image differencing appears to be a viable approach
for flaw detection with the use of ambient light
compensation methods and iterative registration
algorithms to overcome the problems of variable
lighting and image mis-registration.

¢ The Gauss-Newton algorithm has been shown to be
effective in performing mis-registration correction
with large (= 10 pixel) registration errors.

o Issues relevant to a flaw-detection theory have been
presented and applied to test cases in the labora-
tory. The quantitative tools developed allow an
explicit tradeoff between detection probability and
the false-error probability. Depending on the flaw
model and noise parameters, detection thresholds
can be chosen to achieve a given level of perfor-
marnce.

Areas of further work and necessary improvements are
identified:
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o Active Inspection Strategies need to be developed
to improve data collection upon preliminary detec-
tion of a potential flaw. The additional data would
be used to improve detection performance and
could involve commanding additional sensor plat-
form motions to improve lighting and viewing an-
gles; and selection of different illuminator/camera
combinations to get more data.

e The information in the ambient lit image needs
to be exploited and used to supplement the im-
age information in the compensated image. In the
ideal case, the strobe light should be used only to
“probe” or supplement the ambient lit image for
additional information.

o Multiple imaging with different electronic shutter
settings needs to be investigated in order to im-
prove the dynamic range in both bright and dark
regions of image.

e Flaw morphology data needs to be captured
by supplementing the imaging sensor with a
depth/profile sensor.

¢ Occlusion data needs to be generated at each vista
point to allow the anticipation of previously oc-
cluded portions of the scene being mistaken for
flaws. This might require data from an additional
camera or from an additional image taken near
each vista point.

3 Integrated Sensor End-Effec-

tor
While visual inspection is the primary means of flaw
detection, it is only one of the modes available. There
are some anomalies, such as errant temperatures and
gas leaks, which are not directly detectable by visual
information. Therefore, a compact Integrated Sensor
End-Effector (ISEE) has been developed to house not
only the cameras and lights, but a suite of other sensors.

Figure 2 shows the recently constructed device, where
the labeled components are:

A Two intensity feedback controlled halogen lamps.
B Two fast pulse strobes flashes.

C A parallel jaw gripper.

D Two color cameras calibrated for stereo viewing.
E Two infrared triangulation proximity sensors.

F A six DOF force/torque sensor.

////%f///

Figure 2: A front view of the ISEE. The lettered com-
ponents are a described in the text.

G An optical pyrometer with a laser sighting beam.

H A Metal Oxide Semiconductor (MOS) gas/vapor
Sensor.

Proximity sensing is achieved with two infra-red tri-
angulation sensors, sensitive to approximately 0.75 m.
The distance measurements are used for collision avoid-
ance, surface contour following, and surface contour
measuring. Temperature sensing is achieved with an
infra-red optical pyrometer (8-12 micron wavelength),
sensitive to temperatures from 0 to 1000°F. Gas sens-
ing is achieved with a multi-gas MOS type sensor which
changes resistance as a vapor is absorbed. (While it
may be possible to employ this gas sensing technology
in orbit, we recognize the superiority of using a compact
mass spectrometer in the ambient vacuum of space.)

The controlled lights are maintained at a known il-
lumination level by a optical transistor feedback cir-
cuit. This makes the illumination independent of cur-
rent fluctuations and bulb age, and makes precise mea-
surement and camera characterization possible. This
lighting is augmented by extremely compact and fast
pulse strobes. The strobes provide short duration light-
ing of intensity on the order of the Sun but only for
short, energy saving, single camera frame, bursts. Since
the flashes are mounted on the outside surface of the
movable parallel jaws of the gripper, the flash illumina-
tion angle may be varied as desired.

All components are commercially available, and have
been physically and electrically integrated into the com-
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Figure 3: Experimental data showing the filtered prox-
imity measurements from the two proximity sensors as
a function of the arm position. The environment sur-
face was at about -0.81 m.

pact ISEE end-effector, with a resultant mass of ap-
proximately 3.5 kg. The force and proximity sensors,
as well as the gripper, are not directly used for inspec-
tion. Instead, they aid in the control of the robot arm,
and therefore, the end-effector. In particular, the prox-
imity sensors can be used for collision prevention and
surface tracking. The development of these capabilities
is discussed next.

3.1 Proximity Sensors for Inspection

Operations

A demonstration of the utility of proximity sensor en-
vironmental position determination for robot collision
avoidance has been performed in a real-time implemen-
tation. For these tests, two IDEC/Izumi SA1D triangu-
lating range sensor were used [11, 12]. Since the sensors
have a minimum sensing distance, they were recessed
with respect to a parallel jaw gripper which has a length
of 11 cm. The sensor values were read through an A/D
board by a 68040 processor (VME bus architecture) at
a sampling rate of 44 Hz, and the data was digitally
low-pass filtered for noise reduction. Figure 3 shows
the filtered readings from the two proximity sensors as
a function of the robot end-effector position. The re-
sponse is fairly linear and consistent between the two
Sensors.

To use the proximity sensor readings for control of
the manipulator, the velocity Z,, in the block diagram
of Figure 4 was commanded as a function of the sensed
distance. Two different functions were used: collision
avoidance and distance servoing. Figure 5 shows these
two functions, which are identical except for the dashed
segments of the servoing function in regions D and
E. The piece-wise continuous formulation was chosen
mainly for simplicity in implementation and ease of
modification. The value of Vj, is the maximum velocity

S

proxlml?y

.S

Commanded Velocity

Figure 5: The piece-wise continuous functions of the
commanded velocity z,, as a function of sensed prox-
imity. The collision avoidance and distance servoing
functions are identical except that the latter has posi-
tive values indicated by the long dashed line. See the
text for a full description.

that can be commanded from the joysticks. Operating
region C provides a collision avoidance velocity com-
mand that can not be overridden with a large positive
velocity command, z;,, from the joysticks. Operating
region B allows for quick retreat of the arm if environ-
mental surface protrusions should come into view from
the periphery as the the arm is moved tangential to the
surface. (It is desirable to restrict the slope and abso-
lute magnitude of the function in this region because of
the low sampling rate employed. For instance, had an
asymptotic function been employed, there would exist
the chance of a very large or rapidly changing velocity
command near the asymptote position.) Finally, re-
gion A will typically never be entered since the sensors
are recessed, and the sensor is incapable of determining
distances at this range.

Regions D and E have non-zero values only for dis-
tance servoing (the long dash lines in Figure 5). In D,
the slope is matched to region C, to provide equal accel-
eration to the servo point between C and D. The peak
value of the distance servoing velocity is restricted, to
allow negative joystick commands to overcome it and
‘pull’ the arm away from the surface. Region E is pro-
vided to make the function continuous. In region F', the
sensor can detect distance, but the commanded velocity
is zero. Qutside of F the sensor is out of range.

Figures 6 and 7 show the values of £,; commanded
by the avoidance and servo functions in the real-time
implementation. For these measurements zp, was not
added to &,, and a simple linear trajectory away from
the environmental surface was used for ..
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Figure 4: Block diagram of the control system used for the initial tests of proximity sensor collision avoidance.
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Figure 6: Experimental data showing the commanded
repulsion velocity as a function of measured proximity
to the environment.

4 Orbiter and Sunlight Simula-
tion

To demonstrate the capabilities of the inspection sys-
tem, a one-third scale mock-up of the Space Station
Freedom truss has been created. Figure 8 illustrates
the mock-up and its components:

A Electrical Orbital Replacement Unit (ORU) which
opens to the left on a hinge to reveal electrical con-
nectors and a Cold Plate.,

B Tank ORU.

C Solar Panel.

D Tank and Tubing ORU.

E Simulated hot and cold spots.

F Simulated micrometeor impacts and gas leaks.

The simulated hot and cold spots on the electrical ORU
are created using Peltier effect heat pump modules
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Figure 7: Experimental data showing the commanded
distance servo velocity as a function of measured prox-
imity to the environment.

mounted on the inside of the aluminum surface. Since
the aluminum has a low emissivity, the outside surface
is covered with a circle of Black Kapton to enable the
surface temperature to be correctly measured by the
optical pyrometer. In the future, the surface temper-
ature may be measured directly by touching it with a
thermocouple, eliminating the need for the Kapton.

To introduce a degree of randomness into the inspec-
tion process, only two of the Peltier modules are turned
on at any time, and the selected direction of electrical
current determines if the surface becomes hot or cold.
A similar selection is available from amongst the three
possible gas “leaks”. Each leak uses compressed air to
spray a fine mist of household ammonia (to simulate
hydrazine) from a small hole on the Tank and Tubing
ORU.

Also, random defects may be introduced into the
truss mockup through three simple methods. First,
screws throughout the truss can be randomly removed
to indicate structural defects. Second, small pieces of
black tape on pen markings can be placed throughout
to simulate micrometeorite impact sites. Third, entire
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Figure 8: The mock-up of the SSF truss. The lettered components are described in the text.

components, such as tanks, can be replaced with defec-
tive versions.

Finally, to simulate the space environment around
the truss, the mock-up and the inspection robot have
been placed in a room darkened by black curtains [4].
The operator can view the mockup and inspection op-
erations from one of three stereo camera views or from
a window of the SSF cupola mock-up, in which the in-
spection station is situated. Simulated sunlight is pro-
vided by the Solar Illumination Simulator, discussed
next.

4.1 Robotic Lighting Control for Solar

Illumination Simulation

Traditional solar simulators are designed for thermal
tests of actual spacecraft [5]. To accomplish this, they
utilize large vacuum chambers to house the spacecraft,
and collimated lighting from arrays of xenon arc lamps.
Brightness up to an order of magnitude greater than
solar intensity is possible. To test the effects of changing
lighting direction, the entire spacecraft is rotated while
the illumination remains constant. While this approach
is necessary for pre-flight spacecraft testing, it is simply
not practical for robotic system prototype development.

Alternatively, we have developed a small scale sim-
ulator which effectively mimics the relative motion of
the Sun in the sky, while still providing realistically
scaled illumination levels [13]. Figure 9 is a photograph
of the simulator, a 1500 Watt arc lamp mounted on a
four degrees-of-freedom, computer controlled platform.
Its ability to pan/tilt/translate, as well as modify the
beam shape, enable the illumination angle of the scene
to be varied at rates equal to those experienced in low
Earth orbit, and maintain a constant illumination flux
just as the Sun provides. While the simulated solar il-
lumination is only 1.5% that of true orbital sunlight,
Section 2.1 has previously described the compensating
adjustments of controlled lighting position, strobe light-

Figure 9: A photograph of the solar illumination sim-
ulation system’s robotic hardware.

ing pulses, and camera exposure times, provided by the
inspection system [1]. Therefore, the lighting conditions
are a realistic test for machine inspection algorithms
and human operators.

Figure 10 shows the solar illumination simulator as a
five DOF system, which is represented by its state vec-
tor of configuration variables, 8 = (p, 8, ¢, A, v), where:

p,0,¢ Spherical coordinates from the lamp cen-
ter to the projected spot center.
A Travel of lamp from its origin frame.
¥ Lamp focus parameter indicating position

of bulb carriage on internal lead screw.

These parameters have the following ranges:
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The corresponding task state vector, x = (YA, s,7),
is composed of the following variables which are also
shown in Figure 10:

YA Cartesian vector from world frame to cen-
ter of projected spot.
s Beam angle from the lamp frame n axis.

Z  Light intensity at the center of the spot
on the environment.

The task vector is obtained from the configuration vec-
tor through the forward kinematics: x = F(6).

Finally, it is important to note that although the
kinematics has five DOF, only four are actuated. In the
configuration space, the unactuated and unmeasured
DOF is the radial distance from the lamp to the surface,
p. It’s value is calculated from the user specified world
coordinates, Y A. The controller is open-loop for this
variable since no real-time measurement of p is possible.

In the task space, the unactuated and unmeasured
DOF is the light intensity at the surface. Maintenance
of the intensity is performed open-loop based on the
calculated value of p and an optics model which has
been experimentally verified [13].

5 Conclusions

This paper has presented the details of some of the
technology developed for telerobotic inspection of space
platforms such as SSF. Primary amongst the inspection
technologies has been visual inspection using computer
processing of images from robotically controlled cam-
eras. The processing provides ambient light compen-
sation, registration correction, and automatic flaw de-
tection based on the described flaw models. Secondary
inspection and other sensory data are provided by gas,
temperature, proximity, and force sensors integrated
into the compact ISEE end-effector. This device has
been described and the proximity sensor based control
of collision avoidance and surface following has been
highlighted. Finally, a complete description has been
given for the simulated orbiter defects and the space
environment lighting. This simulation environment has
allowed more rigorous testing of the developed inspec-
tion devices and methods.
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Abstract

The work on the serpentine inspeclion sysiem at
JPL 1s described. The configuration of the inspection
system consists of 20 DOF in totel In particular,
the design and development of the serpentine micro-
manipulator end-effector tool which has 12 DOF is de-
scribed. The inspection system is used for application
tn JPL’s Remote Surface Inspection project and as a
research tool in redundant manipulator conirol.

1. Introduction

For several years, the Jet Propulsion Laboratory
(JPL) has been performing research and development
in remote surface inspection of space platforms such
as Space Station Freedom [1]. One of our goals was to
develop technology to inspect remote, hard-to-reach
locations. Qur experimental facility contains a 1/3-
sized mockup of the Space Station truss structure with
various devices attached. The structure is cluttered
with different types of objects such as an Orbital Re-
placement Unit (ORU) and a thermal radiator. The
tasks to be performed range from visual inspection by

ianeuvering inside of narrowly confined areas and de-
tecting anomalies to temperature and gas leak detec-
tion. One such scenario is moving behind a radiator
panel and searching for electrical damages. Others
include detection of broken interfaces such as discon-
nections in fluid, gas (leaks), or electrical lines and
improper mating of connectors. There are some light
manipulation tasks which are required to diagnose,
service, and repair devices attached to the space struc-
ture. Some of the manipulation tasks include spot
cleaning, foreign object debris location and removal,
and removal/installation of straps and caps for lenses
or contalners.

Conventional robots typically consists of 6 Degrees-
of-Freedom (DOF), and are not capable of performing

Copyright ©1994 by the American Institute of
Aeronautics and Astronautics, Inc. All rights reserved.
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Figure 1: Overall Inspection System and the Hardware
Architecture

some of the required remote inspection tasks. At JPL
a highly redundant robot inspection system consist-
ing of 20 DOF will be utilized. The idea is to attach a
smart end-effector tool that has a long-reach serpen-
tine feature at the end of a conventional robot. This
arrangement is referred as a compound robot — the ser-
pentine robot is the micro-manipulator, and the base
robot is the macro-manipulator. Figure 1 shows this
configuration. Note that the 7 DOF of Robotics Re-



search arm is mounted on a 1 DOF mobile base. The
macro-manipulator can be thought of as a global po-
sitioning device, while the micro-manipulator can be
viewed as a fine manipulator restricted to operate in
a local region. In this paper, the design and develop-
ment of the serpentine micro-manipulatoris described.
(see Figure 2).

Figure 2: The JPL Serpentine Robot

2. Background

Work in serpentine robotics dates back approxi-
mately 30 years. Namely, the Japanese companies
such as Toshiba, Mitsubishi, and Hitachi have done
a lot of work in this area for application in the nu-
clear power industry. Hirose {2] of Tokyo Institute of
Technology developed a number of snake-like mecha-
nisms, for example, a crawling mechanism which uti-
lizes oblique swivel joints. Asano [3] built Toshiba’s

Self Approach System in 1982. A camera was mounted
on the tip of this 16 DOF tendon-driven mechanism
to perform inspection. In the Unites States, notable
works include Anderson and Horn [5] who built a 16
DOF tensor arm for Scripps Institute of Oceanogra-
phy in 1964. Chirikjian and Burdick [6] of Caltech
built a 30 DOF variable geometry truss manipulator
to validate hyper-redundant arm control algorithms.
Berka [7] performed research in multi-segment robots
for NASA’s Johnson Space Center.

3. Serpentine Robot Design

At the end of the macro-manipulator, an integrated
sensor /end-effector (ISEE) unit is attached [4]. It con-
tains 2 lipstick cameras, 2 proximity sensors, a gas
sensor, a temperature sensor, a force/torque sensor,
and two light fixtures. This unit is too bulky to enter
inside of the mockup truss structure. To overcome this
restriction, a serpentine robot that can function as a
smart end-effector tool was designed. The serpentine
robot would be picked up by the macro-manipulator
when additional dexterity is required to perform the
task.

A number of design issues were considered before
building the serpentine robot. The issues and their
resolutions are discussed as follows.

A. Weight and Size

Since the serpentine robot is to be attached at the
end of another robot, weight and size needed to be
minimized.

Motor Selection: Miniature, yet high torque mo-
tors were needed. Motor manufacturers such as Escap,
Maxon, and MicroMo were considered. MicroMo’s 2
watt DC motors were chosen. Based on ironless core
technology, these products have the feature of high
efficiency with low mechanical time constants. The
motors have stall current of 80 mA, and due to their
low inductance, electrical noise is reduced.

Joint Assembly: The joint design needed to be com-
pact. If the conventional method of mounting the mo-
tors on the joints were adopted, the serpentine robot
would have had a bulky design. A patented design
owned by the NEC Corporation was chosen. This de-
sign allows all motors to be mounted inside of the joint
housings.

The original design is an active universal joint based
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Figure 3: Joint Assembly

on work by Ikeda and Takanashi of the NEC Corpo-
ration (U.S. Patent No. 4,683,406). Our mechanism
was made more compact by modifying their design.
The basic idea is illustrated in Figure 3. The joint as-
sembly has two shafts, with each shaft attached to a
half-sphere at an oblique angle. The two half-spheres
are joined together to rotate freely with respect to
each other. This arrangement is contained inside a
universal joint with each shaft joined to one side of
the frames that make up the universal joint. The mo-
tors rotate the two shafts thereby actively changing
the orientation of the universal joint. Both motors
are controlled simultaneously to change the orienta-
tion. Now consider the Spherical coordinate system.
When the motors are rotated in the same circular di-
rections, the joint assembly makes a motion along the
¥ direction. If the motors are rotated in opposite di-
rections, then the joint assembly makes a motion along
the @ direction. The motions along the ¢ and 8 direc-
tions make up the 2 DOF movement of the joint. Note
that when the shafts are collinear, a degeneracy (sin-
gularity) occurs.

To achieve high torque, each axis has a gearhead
ratio of 1111:1 (high gear ratio was achieved by build-
ing our own custom planetary stages). Two redundant
motors which are mechanically coupled turn each axis
and provide double the torque of one motor. The gear-

train is non-backdriveable for reduced power consump-
tion. Maximum torque at each DOF was theoretically
computed to be 90 in-lb, which was experimentally
verified. Figure 4 and Figure 5 reveal the internals of
the joint assembly.

Figure 4: Components of the Serpentine Joint
B. Reliability and Ease of Control

To reduce the size and weight, building a tendon-
driven mechanism was considered. This approach is
appealing because the actuators can be moved to the
base of the serpentine robot. Since the entire serpen-
tine robot including its base needed to be picked up by
another robot, the overall mass is not saved by using
this approach. In addition, inherent difficulties exist in
dealing with a complicated tendon mechanism. This
type of mechanism typically has a small load capacity,
and it is difficult to model. Problems exist because of




Figure 5: Internals of the Joint Assembly showing the
Planetary Stages

the need for flexible control to compensate for elas-
ticity. Finally, low reliability results due to frequent
tendon breakage.

A method of direct motor control was chosen. Al-
though the problems associated with high gear ratio
will have to be dealt with, better reliability would be
obtained.

C. Modularity

The mechanisin was designed to be mechanically
modular — the joints can be easily added or sub-

tracted. The concern was more on the electrical side.

Designing miniature circuits to fit inside of the joint
housing was considered. The electronics would pro-
vide the functionalities of a motor amplifier and a de-
coder for encoder signals. In designing a linear am-
plifier, elimination of heat generated by the electron-
ics would create a problem since insufficient volume
exists for air ventilation. Even a cooler PWM-based
amplifier that employs miniature H-bridges could not
be contained, since the size of all of its electron-
ics would exceed the size of the joint housing (a
cylinder of 1.5 inches in diameter with 5.65 inches
height). To generate control signals, commercially-
available controllers such as the NEC uPD7832x,
Hewlett Packard’s HCTL-1100, and LM628 chips were
considered. Circuit designs based on any of these chips
would exceed the size of the joint housing.

The option to route all the wires out of the robot
was chosen. The motors will be controlled remotely
from externally located VME hardware. Routing all
wires internally through the center hole posed another
problem — cabling. Because 23 motors exist inside
of the serpentine robot, the number of through-hole
wires had to be minimized. The wire count was re-
duced at each DOF by connecting two motors in par-
allel to share motor voltage lines and by sharing com-
mon power lines for all motors. See Figure 6 for the
wiring diagram.

For external VME control of the motors, off-the-
shelf hardware were purchased. Because of the mo-
tor’s low inductance, linear analog amplifiers rather
than PWM types were chosen as motor drives. Mo-
tor controller hardware were purchased to work in the
VMEDbus environment.

D. Acquiring Visual Data and Lighting

Mounting a small lipstick camera (e.g., Toshiba
Model IK-M41A) at the tip of the serpentine robot
was considered. This approach has associated prob-
lems with wiring and lighting. The diameter of the
camera’s cable far exceeds the size of the through-hole.
Furthermore, the standard way of providing light for
the camera is to resort to installation of light fixtures.
But since the light fixtures are typically larger than
the lipstick cameras, the size advantage of using the
miniature cameras would be lost.

Using a borescope was ideal for our purpose. A
borescope is designed specifically for visual inspection
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applications. It is commonly used in medical surg-
eries and aircraft engine inspections. The video image
of the work site is passed through its fiberoptic ca-
ble and is sent remotely to the viewer — most of the
vision hardware is located away from the robot’s end-
effector, hence moving the bulkiness away from the
work site.

The Machida FBA-3-140 flexible borescope was
chosen. The fiberoptic cable has a diameter of 0.138
inch (3.5mm) and 55 inches long. With a through-
hole of 0.312 inch (5/16 inch), both the borescope ca-
ble and required control wires were routed internally.
The scope has a field of view of 50 degrees minimum
and a depth of field of 5 to 50 mm.

The borescope is capable of 1 DOF motion. The
tip is articulated by manually moving the lever at the
eyepiece which pulls the cables attached to the tip.
It is capable of a range of motion from -100 to 100
degrees. The function of the lever was motorized by
installing a motor at the base of the serpentine robot
to pull the cables. A working channel can be mounted
along the side of the borescope to allow remote use
of small tools, for instance, a grasping tool to retrieve
foreign objects and a grinding tool to smooth surfaces.
A working channel may be installed in the future to
perform simple manipulation tasks.

An advantage of using a borescope is it carries its
own light. When the serpentine robot enters the inside
of the space structure, the environment is typically
dark. Therefore, to acquire visual images, lighting is
required. With the borescope, lighting is built into
the cable and points in the same direction as the head
of the borescope. Since our mockup structure com-
posed mostly of metals with high reflectance, minimal
light for the borescope was required — a Halogen light
source served our purpose.

One drawback of using a borescope is it cannot by
itself bore into the work area. A common way is sim-
ply pushing the borescope to insert it into the work
area. To assist in the boring operation, for example in
medical application, guide tubes are available to make
possible insertion into difficult places where obstruc-
tions or large gaps exist. The guides are contouring
apparatus to make angled turns possible by conform-
ing to the desired insertion path. Here the serpentine
robot can be thought of as a flexible guide tube for
the borescope. The serpentine robot will act as a con-
toured platform for the borescope to rest on while the
operator looks around the work area.

E. Mechanical Specifications

Constructed serpentine robot has the following
specifications:

e 3-D Mechanism with Total Weight of 7 lbs
¢ Extended Reach: 35”

Diameter of the Robot: 1.5”

5 Joints, 10 DOF (each —60° to 60°)

1 Roll DOF (—180° to 180°)
e 1 Borescope DOF (—100° to 100°)
e DOF Velocity : 60 degrees/second

Center-to-Center Joint Distance: 5.65”

Through-Hole Inside for Cables: 5/16”

F. Macro-manipulator

The larger manipulator is the Robotics Research
Corporation’s Model K1207 robot which has 7 DOF.
This arm is mounted on a mobile platform of the lathe-
bed and provides one additional prismatic DOF. In
total, 8 DOF comprise the macro-manipulator.

G. User Interface

The operator will interface with the serpentine
robot from the “cupola,” which is the main control sta-
tion of the experimental facility of the Remote Surface
Inspection project. Inside the cupola, one has access
to an IRIS Silicon Graphics workstation, color moni-
tors, and joysticks. The TRIS will act as a graphical
front-end through which the operator interacts with
the serpentine robot in real-time and issues motion
commands in joint or task space. The IRIS can also
create an interactive graphical simulation environment
for analysis and control of the serpentine robot. Us-
ing this dual-mode functionality, the IRIS can be used
in preview mode for animating the task scenario, fol-
lowed by commanding the arm to duplicate the simu-
lated motion.

The operator will view the work site by looking
at the monitors that display video images from the
borescope, and he will command the serpentine robot
by using the joysticks and a graphical menu on the
IRIS.



4. Serpentine Robot Control System

Industry Pack (IP) Servo modules from Technology
80, Inc. are used to control the motors in a VMEbus
environment. These units are built around National
Semiconductor’s LM628 ICs and provide 2 indepen-
dent channels for PID motor control and decoding of
encoder signals. The IP-Servo modules are mounted
on MVME162 Motorola processor boards which are
based on the MC68040 hosts running at 25 MHz. See
Figure 1 for the hardware architecture. To control the
serpentine robot, two Motorola processor boards are
employed to host six IP-Servo modules. The two pro-
cessor boards are plugged into the same VME chassis
that provide VME control for macro-manipulator sys-
tem [8]. Through a shared memory card, command
and status information of the serpentine robot are
passed to the macro-manipulator system. All of the
software executing on the VME environment is writ-
ten in the C language. Code is developed on a SUN
UNIX computer utilizing its resident C compiler and
Wind River’s VxWorks/Wind real-time library.

The IP-Servo module produces motor control sig-
nals in the form of voltages. The control signals
are then taken as input to a linear analog ampli-
fier. Portescap’s ELD-3503 was chosen. This unit is
a transconductance type of amplifier which is specif-
ically designed to drive ironless motors. It produces
up to 2.5 Amps of current and drives up to 35 Volt
motors with a single DC power supply.

5. Future Work

In the near future, kinematic analysis will be per-
formed to achieve Cartesian control of the serpentine
system. In the process, a scheme to resolve redun-
dancy of the mechanism would have to be devised
to allow a task to be performed by allowing coopera-
tion between the macro- and micro-manipulators. One
possible scenario is to allow cooperation between the
two manipulators to avoid obstacles by having each
manipulator to executing a separate redundancy reso-
lution scheme with a different objective function. Sec-
ond, control experiments will be performed and any
instability problems will be resolved. Problems asso-
ciated with high gear ratios may exist, and instability
may be attributed to the joint assembly since the joint
angles are indirectly controlled by motor angles.

Many practical issues need to be dealt with before
a three dimensional serpentine robot can be used for a
teleoperation task. The manipulation task is difficult,

since the operator is maneuvering the robot inside a
narrow-spaced workspace and the objects that are of
interest to him are often visually obstructed.

Sensors are crucial in helping the operator to per-
form inspection. The borescope inside of the serpen-
tine robot will provide the main visual feedback to
the operator. An additional camera can be attached
to one of the intermediate links of the serpentine robot
to provide the operator with a wider view of the work
area from a different perspective. Other sensors such
as proximity sensors can be used to detect and avoid
obstacles.

The tip of the borescope should be placed such that
it is jitter-free (statically stable) to take still images
and to be optimally positioned for collision avoidance.
In this scenario, the active perception problem of mov-
ing the cameras (sensors) would have to be examined
to obtain more information about the environment as
the task progresses.

The system requires a man-machine interface capa-
bility to control the motion of the micro- and macro-
manipulators collectively or individually, control the
viewing angles attached to the serpentine robot, and
ability to work with a world model of the environment
for collision avoidance.

Knowledge-based systems can be integrated into
the inspection system. In order to guide the serpentine
robot, the computer can assist the operator in control-
ling the camera viewing and lighting angles. Once the
operator selects an object/feature, the system can au-
tomatically adjust the camera viewing angle (aligning
to the normal of the surface and to have the greatest
visibility) as well as the lighting angle and intensity
for the best view.

In addition, being preoccupied with a difficult tele-
operation task at hand, the operator should not have
to be concerned about kinematic anomalies such as
singularities and joint limits. The operator needs only
to specify the trajectory of the head of the serpentine
robot; the trajectory of the rest of the body should
be computed autonomously with some guidelines from
the operator.

All of the above requirements can be incorporated
into a global scheme to resolve the kinematic redun-

dancies of the micro- and macro-manipulators.
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Abstract

Freely moving systems in space conserve linear and an-
gular momentum. As moving systems collide, the veloci-
ties get altered due to transfer of momentum. The devel-
opment of strategies for assembly in a free-floating work
environment requires a good understanding of primi-
tives such as self motion of the robot, propulsion of the
robot due to onboard thrusters, docking of the robot,
retrieval of an object from a collection of objects, and
release of an object in an object pool. The analytics
of such assemblies involve not only kinematics and rigid
body dynamics but also collision and impact dynamics
of multibody systems. In an effort to understand such
assemblies in zero gravity space environment, we are
currently developing at Ohio University a free-floating
assembly facility with a dual-arm planar robot equipped
with thrusters, a free-floating material table, and a free-
floating assembly table. The objective is to pick up
workpieces from the material table and combine into
prespecified assemblies. This paper presents analytical
models of assembly primitives and strategies for over-
all assembly. A computer simulation of an assembly is
developed using the analytical models. The experiment
facility will be used to verify the theoretical predictions.

1 Introduction

Over the last two decades, a number of studies have
been reported on motion planning of free-floating
robots ([10], (7], (12], [13], [9], [11], (1], 2], [3], (4))-
However, none of these studies dealt with analyt-
ics of entire assemblies in a free-floating work en-
vironment using free-floating robots. The analytics
of these assemblies involve not only kinematics and
rigid body dynamics but also collision and impact
dynamics of multibody systems. In an effort to un-
derstand assemblies in zero gravity space environ-
ment, we are currently developing at Ohio Univer-
sity a free-floating assembly facility with a dual-arm
planar robot equipped with thrusters, a free-floating
material table, and a free-floating assembly table.

Copyright © 1993 American Institute of Aeronautics and

Astronautics, Inc. All rights reserved.

The objective of this experiment testbed is to ver-
ify the analytics of assemblies in free-floating work
environment. This paper is organized in the follow-
ing way: An outline of the free-floating robot fa-
cility of Ohio University, its analytical descriptions,
and kinematics are presented in Section 2. The an-
alytical models of the assembly primitives such as
self motion, propulsion, docking, pickup, and release
are described in Section 3. An assembly problem
is discussed in Section 4. An outline of a general
purpose simulation program FLOAT is described in
Section 5 which is designed to study strategies of
assembly.

2 Free-Floating Facility

2.1 Physical Setup

The free-floating robot facility of Ohio University
consists of a free-floating dual-arm planar robot, a
free-floating material table, and a free-floating as-
sembly table. A photograph of the dual-arm free-
floating robot is shown in Figure 1. Each of these
three units rests on a granite surface supported by
four air bearings. Regulated supply of Nitrogen
from pressurized cylinders float the units on the
granite surface. The robot consists of two arms,
each with 3 revolute joints and a prismatic joint.
The 3 revolute joints provide the end-effector full
mobility in the plane. The prismatic joints are used
to move the arms normal to the table. The 8 joints
are driven by dc servomotors fitted with optical en-
coders. A PC 386 motherboard with power from
rechargable lead-acid batteries sits on the base of
the robot. The motherboard is connected to an 8-
axis motion control board and a DAS board. Two
quad-thrusters are mounted on the base which are
controlled by solenoid valves that use air supply
from the tank [5]. The robot communicates with a
host PC 486 workstation through a radio-wave mo-
dem. Two light bulbs fixed on the base of the robot
are tracked by an overhead optoelectronic sensor
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Figure 1: A photograph of a free-floating dual-arm
planar robot built at Ohio University.

consisting of a Position Sensitive Detector (PSD)
fixed at the focal plane of a TV lens [6]. The PSD
sensor is connected to a host PC 486 computer and
the voltage outputs of the sensor are calibrated to
the position of light bulbs on the table. The sensor
provides a feedback of base position and orientation.

The material table also has a pressurized Nitro-
gen tank which provides the gas needed to float the
table on the granite surface. The material table has
two light bulbs which are used to feedback the po-
sition and orientation of the table to the host PC
486 computer. This table has polished grooves to
place the work pieces for assembly. The assembly
table has a setup for floatation and position feed-
back similar to the material table. The grooves in
the assembly table are designed to store subassem-
blies and final assemblies.

One of the assumptions made in this paper is
that the joints of the robot are locked during propul-
sion, docking, pickup, and release and are unlocked
during self motion.

2.2 Analytical Modeling

From an analytical standpoint, the free-floating fa-
cility consists of the following three systems: (i)
the robot system (RS), (ii) the material table sys-
tem (MS), and (iii) the assembly table system (AS).
These three systems are made up from the follow-
ing units: (i) the dual-arm robot, (ii} the material
table, (iii) the assembly table, and (iv) the individ-
ual work pieces (W;). The definitions of these three

Figure 2:

An analytical model of a dual-arm
free-floating planar robot.

systems change as the assembly progresses and the
workpieces are passed from one system to the other.

2.2.1 Robot System

The robot system (RS) consists of the robot and
workpieces held by the end-effectors. The robot
consists of seven links and its two arms are labeled
as A and B. The base is labeled as 0, the three links
of arm A are 1A, 2A, and 3A, and the three links
of arm B are 1B, 2B, and 3B. The gripper points
on the end-effectors of A and B are respectively P
and Q. These grippers are designed to catch the
workpieces so that they extend outwards from the
end-effector links. The joint angles of arm A are 67,
64, 64 and of B are 82, 82, and 8. The prismatic
joints in the two arms are not modeled because they
are used only periodically to lower and lift the end-
effectors. A coordinate frame F is fixed inertially
to the granite table parallel to the edges. A coordi-
nate frame Fgg is fixed at the center of mass of the
robot system Cgrs. with axes parallel to the axes
of F. Fo,rs is fixed on the base link at the mid-
point of the two joints located on it. The origin of
Frs is described relative to F by the coordinate
variables zps and yrs. The coordinates zg rs and
Yo,rs describe the origin of Fy relative to Frg. 0y is
the relative orientation between the X axes of Fy rs
and F . Each link has a mass m{, a center of mass
Cf;, and a moment of inertia I,-j fori=1,2,3 and
j = A, B. These quantities for the base link are
respectively mg, Co., and I3. The robot system is
shown in Figure 2. During assembly, the inertial



Figure 3: A sketch of the free-floating material ta-
ble.
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Figure 4: A sketch of the free-floating assembly ta-
ble.

parameters of the links 3A and 3B are computed
from the current definition of the robot system.

In summary, the robot system is described by 11
variables: rgs, Yrs, Zo,Rrs, Yo,rs, 0o, 0{‘, 0{,‘, 05‘,
88,68, and 02. During self motion, the 6 joint an-
gles of the robot are actively controlled and during
propulsion, docking, and pickup, these 6 joints are
locked.

2.2.2 Material Table System

The material table system (MS) has 8 slots for the
workpieces Wi,...,Ws to rest. The center of mass of
the current system is labeled as Cprs.. A coordinate
frame Fps is fixed to MS at Cysg. parallel to the
edges of the material table. The origin of Fuys is
described relative to F by the variables z5 and
yms. Ous is the relative angle between the X axes
of the frames F and Fprs. A sketch of the material
table system is shown in Figure 3.

2.2.3 Assembly Table System

The assembly table has slots to store the intermedi-
ate and final assemblies. The center of mass of AS
is at Cps.. A coordinate frame F,5 is fixed at the
center of mass C 45, With axes parallel to the edges
of the assembly table. F,4s is described relative to
F by 3 coordinate variables z45, yas, and 845.
A sketch of the assembly table system is shown in
Figure 4.

2.3 Kinematics
2.3.1 Robot System during Free Motion

With the assumption that the center of mass of
RS is at CRrs., the 11 variables must satisfy 2 con-
straints:

A B
Moro. + m‘lqu— + m2Ar9¢ + mérg_ + my rlBt + m2Br2B¢

(1)

B.B _
+m3r3, = MRSTRS.

where the position vectors are to the center of mass
of the respective links in F . On time differentiating
the above equation and collecting the terms, it can
be written in the following form:

@11Zo,RS + alSéU + 014éi‘ + 01595‘ + 61169':'51 + 0179f3
+a1308 +a1568 =0 (2)
a2290,rs + a2300 + a240f + a2504 + ax83 + axf?
+a2s0F + azeff =0 (3)
where the coefficients a;; are functions of geometry
and inertial parameters of RS.
During free motion, the applied joint actuator
torques are internal. As a result, the linear mo-
mentum of RS in the plane and angular momentum

normal to the plane remain constant. These three
equations can be written as:

4)
mpsyrs = K (5)
aazfo + az408 + 3504 + aze04 + az7r02 + asz68

+a3993‘? = K3 (6)

where mps is the mass of the robot system and K,

Ky, K3 are constant values of momentum compo-
nents during free motion. These equations do not

mprstrs = K

ASSEMBL Y SLO7S

151



152

hold when the robot is acted on by external forces
during propulsion, docking, and collision.

2.3.2 Robot System with Locked Joints

With the six joints locked, RS becomes a single rigid
body. Hence, zg rs, yo,rs become dependent on
Trs, Yrs, and By. Hence, it is more convenient to
describe the robot system by 3 independent vari-
ables: zps, yrs, and #p. In order to facilitate
the developments of this paper, we define a vector
Xgrs = (st,yRs,Bg)T_. Unless acted on by exter-
nal forces or impacts, Xgs remains constant.

2.4 Table systems

We define the vector Xpys = (zms,yms,0ms)T
to describe the motion of the material system and
Xas5 = (mAs,yAs,GAS)T to describe the motion of
the assembly table system. The rates X ;s remain
constant during motion unless MS is acted on by
external forces or there is collision. Similarly, X 45
remain constant during motion when the assembly
table is not acted on by external forces.

3 Models of Assembly Primi-
tives

In this paper, we will address the following assem-
bly primitives: (i) Self motion of the robot system,
(11) Propulsion of the robot system, (iii) Docking of
the robot system, (iv) Pickup of a workpiece by the
robot system, and (v) Release of a workpiece by the
robot system. As mentioned earlier, the joints of the
robot are locked during propulsion, docking, pickup,
and release and are actively coordinated during self
motion.

3.1 Self Motion of the Robot System

During self motion of the robot, with prescribed mo-
tion of the six joint angles, the time histories of
base coordinates xg rs and yg ps are computed us-
ing Eqgs. (2), (3). The position of the center of mass
is governed by (4) and (5) and the orientation angle
g is computed using (6). The center of mass of RS
drifts with a constant velocity during self motion.

3.2 Propulsion of the Robot System

The robot is propelled by 2 air thrusters placed at
T, and T3 on the base of the robot. The rates of RS
during propulsion satisfy the following relation:

MgpsXps = Jo(T)TF(T) + Jo(T2) F(T2) (7)

Figure 5: A block diagram of the rate relations for
the dock primitive.

where Mpg is the inertia matrix of the robot sys-
tem with respect to Xgrg, Jv(71) and Jv(T,) are
respectively the velocity Jacobians for the thruster
locations 77 and T3 with respect to Xgs. F(7}) and
F(T;) are (2 x 1) thrust vectors described in F .

Given Xps, Xpgs at initial and final positions,
time histories of the thruster forces F(T1) and F(T3)
can be selected in a number of ways to satisfy the
conditions at the two end points. A relatively sim-
ple way to achieve this is by selecting cubic tra-
Jectories for Xps components that satisfy the end
conditions. Xpgs computed from these cubic tra-
Jectories can then be used to determine the thrust
vectors as functions of time.

3.3 Docking of the Robot System

Assume that RS docks with MS such that after
docking a point P of RS acquires the same veloc-
ity as P’ of MS and the two systems after docking
acquire the same angular velocity. The analytical
model of this primitive is based on collision theory
between two rigid bodies {8]. The equations of im-
pact for RS can be written as:

. . t+
Mes(Xgsli — Xrsl-) = —J3 / Fudt  (8)
t—

where Jp is the Jacobian matrix of P on RS, and Fy
is the collision vector (Fyz, Fay, M4,)T expressed in
F . t+ and t— are respectively the time instances

after and before collision. A similar equation for
MS is:

. . 14
Mus(Xmsler — Xmsl-) = JLT/ Fudt (9)
t—

where Mjss i1s the inertia matrix of MS for X
and Jp: is the Jacobian matrix of point P’ on MS.
After impact, Xrs and X5 are related as follows:

JpXgsls = Ip Xusles (10)

On simultaneously solving these three equations, we
obtain:

Xuslis = [Mus +Jp T Ip"TMpsJp~tUp]!
MyusXuslie +Ip T Ip~ T MrsXgsl (1)



Figure 6: A block diagram of the rate relations for
the ‘pick’ primitive.

and
Xrsls = Jp ™ Ip Xnmsls (12)

In order to concisely write the above two equations,
we define the following matrices:

Ajg = [Mps +JpTIp T MpsJp~ ' Ip] ' Mys
Azg = [Mps + JpTIp TMpsdp~tdp) 1 p T

Jp~T Mgs

Asg = Jp~ Y Jps (13)

The rates of the two sytem can then be written as:

Xmslee = AraXpsli- + A2aXRsli-
Xrsli+ = AzaXmsli+ (14)

A block diagram of the docking primitive is shown
in Fig. 5. It must be noted that Mps and My
depend on the definitions of the two systems at t—,
Jp: also depends on location of P/ on MS, and Jp
depends on joint angles of RS.

3.4 Object Pickup by the Robot Sys-
tem

Once RS has docked with MS and is ready to pickup
W;, this primitive relates the rates of RS and MS
before and after pickup. It is assumed that during
pickup the applied forces are normal to the plane of
motion. The changes in the rates, therefore, occur
due to redefinition of the two systems RS and MS.
In the new definition, W; is added to RS and W;
has been taken away from MS.

As a result of adding W; to RS, it has a new
position and velocity of the center of mass. The
position of the new center of mass of RS is computed
from the positions of Crs. and Cy;..

mpsli—-Trs|i- + MwiTwidli-
mps|i- + mw;

mesli-yrsli- + mWinit|t—/l5)
mps|i- + mw; '

$R5|t+ =

yRs|:+

The velocity of the new center of mass is computed
from the velocities of Crs. and Cwi..

MRs|t—ZRS = + MwiZwisli-
mRes|i— + mw,

ZRs|i+ =

mgs|i-Yrs|i- + Mwiwi.

It_(lﬁ)
mpsli— + mw;

yRS'H—

The angular rate does not change as a result of
pickup becuase the acting forces are normal to the
plane of motion. Hence, #gsliy = Orsli—. Using
the velocity Jacobian of Cy ., the rates before and
after pickup can be related as:

Xrsly = A1pXgsle + AzpXusl- (17)

where Ay, Agp are defined as:

mpsie— ]
MRS~ +Tw, m 0 0
Alp = 0 _!&ﬂ_mns ¢-+‘T_nw| 0
0 0 1
mw 1 0 yrS.wis |
Agp = 10 1 “Z'RS.Wj.(IS)
mRSlt— + mw, 0 0 0

and (zgrs«wis, YRs«wi«) are X and Y components
of the vector from Cgrs. to Cw ;. expressed in F .
As a result of losing W;, MS has a new position
and velocity of the center of mass. The new center
of mass is computed from the positions of Cpss. and

CWin--

Mmums|i—TMs|i- — MwiTwis|i-
mMS't— — mwi

i

$M5|t+

musle-ymsle— + mWini~|t719
£19)

ymslo muysli— — mw,

Similarly, velocity of new Cpsg, 1s computed from
the velocities of the old Cass. and W;.

musli—Zmsli- — MwiTwisle-

T =
msler mumsli- — mw;
. mums|i-ymsli- — MwiYwislio
= 20
Unaslee musli- — mw; £20)

The two rate relations can be restructured in a ma-
trix form:

Xnslis = AzpXars|i- (21)

where Aj, is defined as:

ky — ko 0 —koyms.win
A3p = 0 kl - kz k2IMS*WI"I (22)
0 0 0

— TMMS|e— _ Mmw;
where k) = TMSe——TW, ko = MAMSt- - W,

and (ZrM+wie, YrMWwie) are X and Y components
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Figure 7: A block diagram of the rate relations for
the ‘release’ primitive.

of the vector from Cars« to Cyy ;. expressedin F . A
block diagram of this primitive is shown in Figure 6.
From this block diagram, we can notice that out of
the three vectors Xars|i+, Xms|i-, and Xgsli—,
any two can be chosen independently. For example,
if Xarslt+ and Xprgl|i— are specified Xpgs|;~ and
st|t+ can be uniquely determined.

3.5 Release of an Object by the
Robot System

This primitive relates the rates of RS and AS once
RS releases an object W; on AS. It is assumed that
during release the applied forces are normal to the
plane of motion. The changes in the rates, therefore,
occur only due to redefinition of the systems.

As a result of removing W; from RS, it has a
new position and velocity of the center of mass. The
position of the new center of mass of RS is computed
from the positions of Cps. and Cw..

RSl = mpsli-Zrsli- — mwiTwili-
RSl mgsli- — mwi
mpes|i-Yrsli— — mwiywili-
yRS|z+ - RSI: Yy It iy 1'! (23)

mRS’t— — mwy;

Similarly, the velocity of the new center of mass is:

inshs = mRsli-Ersli- — mwitwili-
Rty = masli- — mw;
. mRs|i-Yrsli- — mwigwili-
= 24
URs e+ mpesli- — mw; (24)

The two rate relations can be restructured in a ma-
trix form:
Xgrsli+ = A1rXRpsle- (25)

where A;, is defined as:

k3 — k4 0 —kiYRs«wix
Azp = 0 kz—ksy kaZrs.wis (26)
0 0 0

Figure 8: A block diagram of the ‘propel/dock/pick’
primitive.

where k3 = %l%’ ky = Wnl—?-jl_'m'—w:, and
(ZRS+Wis, YrSswis) are X and Y components of the
vector from Crs. to Cw;. expressed in F .

The velocity of the new center of mass of AS is
computed from the velocities of C4s5. and Cwi..

Mmasli-Zasli- + mwizwil-
masli- + mw;

masli-ymsl- + mw;yw;|z—,27)
masle- + mw; N

$AS|t+ =

yas|i+

Similarly, the new velocity of the center of mass is:

masli-Easli- + mwitwili-
masli- + mw;

Mpsle-yasli- + mw.'.t)w:'|:-,28)
masli- +mw; '

iAS|t+ =

yASIH—

The angular rate does not change as a result
of adding W;, hence, 845|¢+ = @as|:—. Using the
velocity Jacobian of Cw., the rates before and after
pickup can be related as:

Xasls = AsrXasli- + Asr Xgs|i- (29)
where Aj,, A3, are defined as:
mas|-
mas t—+'mW. m 00 -}
= Sle—
Aar 0 fasle+rmw, O

0 0 1 |
1 0 YAS»Win A
Ar=——% | 0 1 —zas.win(3)
mASlt— + My, 0 0 0

and (ZA5«Wis,Yas+wix) are X and Y components of
the vector from Cag. to Cwi. expressed in F . A
block diagram of this primitive is shown in Figure 7.

4 Modeling of Assembly
4.1 A Simple Assembly

Consider a simple assembly task that requires the
robot to pick W) and W3 from MS, assemble these
in the form of an ‘L’ shape, and place this compos-
ite body on AS. A possible sequence of primitives
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to complete this assembly task is: (i) RS propels to — '(_
Wi, (ii) RS docks with MS to grip W; by arm A, i:;—‘;;—
(iii) RS picks W, from MS, (iv) RS propels to Wy, Updateo\[;m.

(v) RS docks with MS to grip W2 by arm B, (vi)
RS picks W, from MS, (vii) RS executes self mo-
tion to assemble W) and W, (viii) RS propels to
AS, (ix) RS docks with AS to release W /W, (x)
RS releases W, /W, on AS. In this small assembly
task, we saw the sequence of primitives propel, dock,
and pickup (PDK) repeated twice and the sequence
propel, dock, and release (PDR) once. These two
sequences of primitives appear quite commonly dur-
ing assembly and require further study to determine
their characteristics.

4.2 Propulsion/dock/pickup (PDK)
Sequence

Fig. 8 shows a block diagram of this sequence of
primitives. It can be infered from this block di-
agram that if Xps at nodes 1 and 4 are speci-
fied, Xprs at nodes 2, 3 and Xgs at nodes 2, 3,
4 are uniquely determined. Also, with the propul-
sion primitive, for any given Xgs and Xpgs at node
1, a desired Xps, Xgs at node 2 can be reached
by suitably selecting a time history of the thruster
forces. From these two observations, one can form
a broader conclusion that it is possible to achieve
any desired st at the end of a PDK sequence for
arbitrary Xpss and Xpgs at the beginning of the
sequence. A similar conclusion can be made for
propulsion/dock /release (PDR) sequence. These
two conclusions play important roles in developing
strategies for assembly.

5 Description of FLOAT

A general purpose program FLOAT was developed
to study and test a variety of assembly strategies
in a free-floating planar work environment. The in-
puts to this program consist of (i) the inertial de-
scription of the units, (ii) the geometric description
of the units, (iii) the assembly sequence in the form
of P/D/K/R/S/PDK/PDR commands and strat-
egy of a_ssembly in terms of desired values of )'(Rs‘
Xpms, Xas at different points of the assembly se-
quence. The program creates the current RS, MS,

Figure 10: A flowchart of execution of the three
commands, P, DK, S using ‘FLOAT’.

and AS while executing a specific primitive. Us-
ing the assembly strategy, the program computes
the motion plans for RS, MS and AS and updates
the coordinate and rate variables of the units. A
flowchart for the program for a sequence of three
commands P, DK, and S is shown in Fig. 10.

6 Conclusions

In this paper, we presented a method for analytical
modeling of assembly using a free-floating planar
robot in a free-floating planar work environment.
The model of the assembly was obtained by com-
bining analytical models of five primitives: (i) self
motion of the robot, (ii) propulsion of the robot,
(ii1) docking of the robot, (iv) pickup by the robot,
and (v) release by the robot. It was concluded that
assemblies typically consist of a number of propul-
sion, dock, pickup/release sequences interluded by
self motion. On examining a PDK sequence, it was
observed that starting out from arbitrary velocities
of the robot system and material system, it was pos-
sible to achieve any desired material system veloci-
ties by suitably controlling the thruster forces of the
robot system during propulsion. A similar conclu-
sion could be arrived at for a PDR sequence. These
observations provide guidelines to select proper ve-
locities of RS, MS, AS at intermediate steps during
assembly. A general purpose program was devel-
oped to study and test assembly strategies for a
variety of assemblies. Even though this paper deals
specifically for planar free-floating robots, the con-
cepts can be extended to free-floating spatial robots
working in zero gravity environment.
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8 Appendix

8.1 Jacobian for Points on a Rigid
Body

Consider a rigid body B undergoing planar motion.
The position of a point B* on this body is described
in an inertial frame F by the coordinates zp. and
yB«. The orientation of a line B * B; is described
by the angle §p. The velocity Jacobian for point By
with respect to zpg., ¥yB+, p in F is given as:

VBiz 1 0 yB.B: -'1.:'8-
VB.ly = 0 1 —zp.n: yB* (31)
ég 0 0 1 fg

where (xB.BlandyB.,Bl)T are X and Y components
of the vector rg.p; expressed in F . The (3 x 3)
matrix is the Jacobian map for point B; labeled
as Jp . The upper (2 x 3) block is the velocity
Jacobian Juv(B1).

8.2 Inertia Matrix for a Rigid Body

In Section 8.1, if B+ is the center of mass of B, the
inertia matrix of body B relative to the coordinates
(zB.,yB.,BB)T is given as:

mp 0 0
Mg = 0 mp 0 (32)
0 0 Ip

where mpg is the mass of the body B and Ig is the
centroidal moment of inertia about an axis normal
to the plane of motion.
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ABSTRACT

In this paper, we propose a design of an active vision
system for intelligent robot application purposes. The
system has the degrees of freedom of pan, tilt, vergence,
camera height adjustment and baseline adjustment with a
hierarchical control system structure. Based on this
vision system, we discuss two problems involved in the
binocular gaze stabilization process. They are fixation
point selection, vergence disparity extraction A
hierarchical approach to determining point of fixation
from potential gaze targets using evaluation function
representing human visual behavior to outside stimuli is
suggested. We also characterize different visual tasks in
two cameras for vergence control purposes and phase-
based method based on binarized images to extract
vergence disparity for vergence control is presented.
Control algorithm for vergence control is discussed.

I. Introduction

The advantages of active vision over passive vision in
enabling the robot to explore its environment and then to
adapt to the environment have been recognized by many
researchers in active vision paradigm. As defined by
Ruzena Bajcsy [1], active vision is a problem of
intelligent control applied to data acquisition process
depending on the goal or task of the process. It is able for
the active vision system to improve its view point to
overcome the inherent problem involved in passive
vision that the sensor only takes in those percepts that
randomly fall onto the sensors and thus, enlarges active
vision based robot's adaptability to its environment.

From this definition we can elicit two points. The
first is what we want to see (data acquisition depending
on the goal or task of the process.). This is the problem
of visual target selection. The second idea is how fo see
the selected target (intelligent control applied to data
acquisition.). This involves determination of the position
of the target and control of the vision system such that
the target can be percepted. See Fig 1.1.

rican Institute of Aeronautics and
Astronautics, Inc. All rights reserved.

Active
Vision

C Vision & Control)

HOW
to look?

WHAT
to look?

Fig 1.1 Concepts of an active vision system
Of importance to active vision is the gaze control
strategy. Gaze control can be roughly partitioned into
two categories [2]: Gaze Stabilization, which
consists of controlling the available degrees of freedom
for the active vision system such that clear images of
interesting world point is maintained, and Gaze Change,
which is motivated by the need 1o reduce computational
complexity of visual tasks or to gaze at a new point that
is taken into account for the visual tasks. This paper is
concerned with problems in gaze stabilization.

From the point of view of binocular visual system,
gaze stabilization means the visual axis of the two
cameras point at the point of interest. The process of
gazing at such a point is referred to as fixating and the
point to be fixated at is known as point of fixation.
Holding gaze at a selected target has several advantages in
image processing. Gazing at the selected target means to
capture the target in the part of the lens with highest
resolution. This helps quantitative or qualitative visual
performance. When the target is near the origin of an
image, perspective projection model, which involves
non-linearity, can be replaced by orthographic projection
model that simplifies many computations. Since the
fixation point has a stereoscopic disparity of zero, it is
possible to use stereo algorithm that accepts limited
range of disparity. This undoubtedly accelerates image
processing. While the target is moving, fixating at it
induces target "pop-out” [5] due to motion blur so that
segmentation is much easier.



Basicly there are three problems involved in gaze
stabilization, see Fig 1.2.

Gaze
Stabilization

Selection

ergence Error Control Strate
Extraction

Fig 1.2 Three problems involved in gaze
stabilization

The first problem in gaze stabilization is the
determination of point of fixation FP. It is the first step
in gaze stabilization. Gazing without a fixation point is
ridiculous. The determination or selection of a point of
fixation is to find the image coordinates of the fixation
point’s projection in the image plane in the presence of
many alternatives based on some criteria. As active
vision is a purposeful perception of visual targets, the
selection of fixation point will depend on the goal of
visual tasks.

The second problem is vergence disparity
measurement. The process of two visual sensors' pan
motion about their vertical axes in opposite direction to
fixate at the selected point of fixation is called vergence.
Since the optical axes are initially not pointing at a
selected point of fixation, the vergence error must be
derived so that they can be compensated for to ensure that
both optical axis are keeping directed at the target.

The third problem is also the key point of general
active vision research. An active vision system has
mechanisms that can actively control camera parameters
such as position, orientation, vergence, focus, aperture,
¢tc. in response Lo the requirements of the task. Active
vision system is, thus, not only a visual system but also
a control system. The tasks of an active vision system
are not only visual tasks but also control tasks. Therefore
the third problem is the control strategy by which gaze
stabilization can be fulfilled.

In this paper we are going to present the design of an
active vision system and deal with these problems in
binocular system's gaze stabilization with emphasis on
fixation point selection and vergence disparity extraction.
We introduce the concept of fixation point candidates
(FPC's) in the image the cameras take and use evaluation
functions to hierarchically determine the point of fixation
among all the candidates. This approach is a
mathematical representation of psychological results of
human visual behavior so that our approach has a solid

theoretical foundation. Based on binarized images, we
propose a method that robustly and efficiently extract
vergence disparity signal, i.e., the vergence error. This
error is the motivation of corresponding vergence control
action of binocular system to ensure gaze stabilization.
The method has certain advantages over existing
approaches discussed in (3] and {5].

The paper is organized as follows. In the coming
section, the design of our robot “head”, i.e., the binocular
active vision system will be presented followed in
section III by the discussion of the approach to
determining point of fixation, Then in section IV,
vergence disparity extraction is discussed. The paper ends
with conclusion in section VI.

II. A Bin lar Activ ision m

(28 k24

To implement binocular active gaze stabilization, a
particular apparatus is required to provide control over the
acquisition of image data. From a mechanical
perspective, a binocular active system has a mechanical
structure which provides mechanisms for modifying the
geometric or optical properties of two cameras mounted
on it under computer control. One approach is the
construction of a robot “head”. The design of such a
robot “head” includes the design of a mechanical structure
on which the cameras are mounted, by which cameras
positioning can be completed as well as the design of a
control system that controls the cameras’ movement and
also camera’s optical parameters (which is not going to
be discussed in this paper.).

A robot "head" has at least the following degrees of
freedom:
1) Pan, which is a rotation of the two cameras about a
vertical axis passing the midpoint of the baseline;
2) Tilt, which is a rotation of the two cameras about a
horizontal axis, e.g., the baseline;
3) Vergence, which is an antisymmetric rotation of each
camera about a vertical axes passing through each
camera.. See Fig 2.1 and Fig 2.2.

Several research groups have built some robotic heads
subject to different design criteria and applications. As a
matter of fact, different realization has its own advantages
and disadvantages. As 1o active vision sensors, what is
more important, it seems to us, is the ability 1o obtain
accurate 3-D information and convenience
implementation of gaze control. Baseline adjustment
ability is added to the system in our *“head” design apart
from other degrees of freedom. Baseline adjustment is the
change of distance between two vertical axes of the two
cameras, assuming the vertical axis pass the focal
point. It is considered to enhance the ability for accurate
depth perception when the vision system is close to the
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Fig 2.1 Pan, tilt motion of the robot head

Vergence

1l

-
Translation

Tilt

Fig 2.2 Degrees of freedom of the robot

““head”

object, although the “baseline” of human visual system
is fixed. Thus the cameras can translate along tlt axis.
Note, this translation movement is antisymmetric.
Secondly, the gaze ability of a binocular active vision
system is the most significant advantage over any other
types of vision system. We choose the structure as
shown above in Fig 2.2 because this structure has
several advantages over other possible designs in gaze
control. In this design, the vergence angle and pan angle
are controlled by separate motors (Pan angle is controlled
by pan motor and vergence angle by vergence motors.)
and are orthogonal -- either parameter can be altered
without disturbing the other [3]. A mechanical advantage
of this design is its simplicity: the compact mechanisms
and fairly direct linkages facilitate rapid saccades
change(3]. The structure of our robot “head” is depicted in
Fig 2.3, where head’s height adjustment ability is added
in case of necessity.

2. “Head” on_a Robot Arm

Although the “head” is provided with pan, tilt,
vergence, and baseline adjustment motion abilities to
change the cameras positioning and orientation 1o obtain
various viewpoint for different tasks, there are still some
vision problems in application that such a "head" cannot
solve. Active vision system is not merely a vision
system, it serves for action. It will cooperate with a
robot arm to accomplish a specific task. In real

application, the view could be obstructed when the
robot arm is in close proximity to the object. Also, in
CIM applications, the "head" may need to see the
opposite face or a side face of a part. In such cases, we
can clearly feel that more "degree of freedom” should be
provided to the visual system, the head. This means that
it is better to mount the vision head on the end-effector
of a robot arm (See Fig 2.3). This configuration will
offer maximum field of view for the cameras.

, Cameras '

Left and
right vergence &
motors :

N

Pan, tilt
motors and
Baseline

\ Adjustment
Robot arm

Fig 2.3 A “head” mounted on the end-effector
of a robot arm

3. Robot Head’s Control System Blocks

Each degree of freedom is actuated by a DC servo
motor because of its easy controllability nature. The
basic block diagram of the robot head’s control system is
shown in Fig 2.4, Each degree of freedom has its own
local controller, which are coordinated by the robot head
platform control block. The control block is interfaced
to a host computer which is also the host computer of
the whole active vision system. Control signals are
synthesized in the host computer and sent to platform
control block. The control block receives the command
from the host, does kinematic calculation to get control
signal for pan, tilt, vergence, or other motion control
purposes, and then sends them to different local
controllers to implement the control command from the
host computer. The system forms a hierarchical control
structure with three levels. The top level is the host. In
the middle, platform sub-controller communicates with
host and the bottom level local controllers as a
coordinator. The bottom level local controllers are actual
controllers for specific control task, such as pan, tilt, or
vergence,etc.
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Fig 2.4 Robot head’s control system block diagram

II1. Determination of Point of Fixation

The general gaze stabilization problem is to maintain
fixation on a (moving) visual target from a moving
observer. In our case of binocular system, this means the
axis of the two cameras point at the target. Thus, the
positions of the projections of the target are at the
origins of both image plane coordinate frames. Since the
object the vision system "looks" is usually not a
geometric point that has no volume the projection of the
object in the image plane will not be a point but an area.
‘then the first question we encounter is “what part of the
object should the cameras fixate at”?

Gaz s Selectio

Gaze stabilization is closely related to visual tasks the
system performs. The goal of present visual task
determines what the system should gaze. This is true
because focusing limited system resources on restricted
region of the scene, or the most important region of a
scene related to current visual task, is necessary from the
point of view of cost and complexity considerations [2].
In this paper, we are not going to discuss the problem of
“What | am going to look”. This is related to “next look”
problem and is beyond the scope of our discussion in this
paper. What we discuss is the mechanism of gaze
stabilization. The problem is “How I am going to look”.
This means we will tell the system what it should look.
Once it is told what to look, it is system's responsibility
to find the target and hold gaze at it.

Some human visual behaviors form our theoretical
toundation of selection of gaze target. Human visual
shifts when the visual systems are confront with a new
stimulus. This stimulus will then become the new target
the eyes are to fixate at. The shift is wholly dependent on
the visual information and the result of the shift is to

bring the target onto the fovea, where resolution is
highest. Psychological studies of human visual behavior
to outside stimuli reveal that any detectable feature can be
used to guide attentional shift, but color, high-contrast
region and image area with high spatial frequency being
important factors in visual search and that attention often
shifts to areas of "information detail”. In a simple case,
when searching random 2-D polygonal form, eye fixation
tends to concentrate on vertices. These two criteria are
called Low-level visual stimuli criterion and High-level
visual stimuli criterion, respectively [4].

Hence, the targets that the system may hold gaze at
are corners/vertices or edge points in an image. We
choose them as potential targets not only because of the
fact that human visual attention often shifts to areas of
“information detail [4] such as vertices, edges, and axis of
symmetry, etc. but also, on the other hand,
comners/vertices and edge points are the most “salient™
features in a picture and are of extremely usefulness in
vision research. Finally, corners/vertices and edge points
are more “explicit” features than others that can be used
for study of gaze stabilization. Generally speaking, we
choose the most "salient" and “explicitly represented”
feature in an object as our promising fixation target. Our
fixation point selection is feature-based.

To select the point of fixation from among all the
comers/vertices and edge points in a picture, we need a
couple of tools. One is the approach to selecting it from
all the regular corners/vertices and edge points. We use a
hierarchical approach to find the gaze target, the fixation
point. The other is the criterion used to help in the
selection of point of tixation from potential candidates.
The criterion will be represented in the form of
evaluation function. Practically, when we are selecting
our gaze target, these two tools are used combinedly. The
process of gaze target selection is described in Fig 3.1.
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Fig 3.1 A Hierarchical approach to the

determination of fixation point

We first find all the corners/vertices and edge points in
a picture. They form two separate groups. In each group,
we use evaluation function to determine each group's
possible gaze target (fixation point), which is called
Jixation point candidate. Between the two candidates, we
again apply evaluation function (different from the former
evaluation function in parameters, structure, and etc.) to
find the gaze target, the fixation point. The detailed
algorithm will be given in the later sections. In the
following two sub-sections, we will first discuss
detection of comers and special edge points in an image
which form the mentioned candidate groups.

. ecj ints
ela w € ectio

Corner detector as an image feature extractor has been
discussed in many literature. Corners/vertices are
important features of an object. They can be used for
identification of an object in the scene, for stereoscopic
matching, and displacement vector measuring [6]. In
binocular system’s gaze stabilization they are
considered to be the most important fixation point
candidates.

Since corner is also an edge point where curvature
changes drastically, in the earlier approaches to detect a
corner/veriex, image is first segmented and then the
curvature of edges is computed. A corner/vertex is
declared if the curvature at the point is greater than a pre-
defined threshold and the point is also an edge point [8].
The other group of approaches of comer/vertex detection
ie., more recent approaches, is based directly on gray-
level image. The effort was first made by Beaudet [7].

These methods measure the gradients of the image and
use an operator to measure the "comerness”. These
methods can be referred to [8]1{9]1{10]{11], which are
considered to be equivalent in nature [11].

An appropriate approach to corner detection for gaze
stabilization application can be found in [18]. The
approach searches for edges according to the gradient
magnitude and direction to find a micro-intersection
points, calculation of the distance from the intersection
to the current point and keep of the minimum distance.
After non-minimum suppression in the distance
distribution map, all corners can be found. The algorithm
is simple, reliable and noise insensitive and has good
localization {18]. These are important reasons that this
approach is chosen for our real-time corner-detection
application.

~

ecj ) Pojnts

Edge points are another class of "salient" features that
can be considered as gaze target in gaze stabilization.
Clearly, we are unable to search for edge candidate from
among all the edge points since it is computationally
much too expensive to do that. And in fact, it is not
necessary to consider all the edge points. Physiological
research tells us some other interesting properties of
human visual behavior o outside stimuli. Proximity of
Stimuli [4] states that for several potential targets in the
visual field, the one which is closest to the fovea is more
likely to be selected as a fixation target and Direction of
Stimulus states that upward eye movement is preferred to
downward movement. We may conclude that, for two
potential new targets, the one that lies above and close to
current origin of image frame is more likely to be
selected as the next fixation target than the positionally
lower and far target.

According 10 proximity stimuli criterion, we say only
one specific edge point on an edge line segment that is
closest 1o current origin of the image plane coordinate
needs taking into account. An edge point which is closest
to another point Py (here it should be the origin) that
does not lie on that edge line segment is the intersection
point (Pe) of this edge line segment and the line which
passes px and is perpendicular to that edge line segment,
i.e., the foot of perpendicular. See Fig 3.2 (a).

In order to determine the edge point candidate, we draw
vertical lines to each detected edge line segments from the
origin of the image plane coordinate. The intersection
points thus determined are of interest and from all these
special edge points the edge point candidate will be
selected.

But note, there are two cases in which the resulting
intersection points will not be taken into account. The
first case is that the intersection point is one of the
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Fig 3.2 (a) Foot of perpendicular. (b) Inter-
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Intersection point lies on the extended line of
the edge line segment.
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end points of the edge line segment, see Fig 3.2 (b).
Since end points are also corners/vertices that have been
considered, these intersection points are discarded. The
second case is that the intersection point lies on the
¢xtended line of the edge line segment , see Fig 3.2 (¢).
Thus, the computed intersection point actually does not
exist. These points also can not be considered. We
propose a simple method to detect if a computed
intersection point is on the extended line.

In the case of Fig 3.2 (a), point pe lies on the line
segment. we have:
PiPe + PeP2 = PiP2 (3.1)
In Fig 3.2 (¢) where intersection point lies on the
extended line, we have:
PiPe + PeP2 > P1P2 (3.2

When (3.2) holds, we should discard the computed
intersection point p,

C. Fixation Point Candid Determinati

Now, all the corners/vertices detected and edge points
that are computed form two groups. We are going (o
determine the fixation point candidate (FPC's) in each
group. The approach to determine the FPC's is based on
the psychological studies conclusions on human visual
behavior. An evaluation tunction which represents both
proximity of stimulus and direction of stimulus criteria
is formulated to aid in the decision making of fixation
point candidate selection. This first evaluation function
takes the form of:

FPC, = min {aX?, X}) (3.3)
where X denotes either a comer (then X 2 C) or an edge
point (then X 2 E), a and b represent those points that
are positionally above or below the current origin of the
image plane coordinate frame. X; (i = 1, 2, .., j, the
number of corners detected or special edge points that are

computed.) is computed as Cartesian distance between the
point and the origin and thus is:

X, =/ p? +p} 3.4)

where p, and p, are the coordinate values of the point
being considered.

« is a constant between 0 and 1, i.e., 0 < <1. This
weight represents the criterion of direction of stimulus.

Then the points, a corner and an edge point, will be
selected as corner fixation point candidate and edge point
fixation point candidate in each group if they have the
minimal values of FPC; in each group. The two selected
candidates have the distances Crpc and Eppc from the
origin, respectively.

D. Fixation Point D inati

Fixation point will now be determined between the
two candidates. The criteria for the selection is also to
apply mathematical representation of psychological
results in the form of evaluation function. The second
evaluation function for the final fixation point selection
1s:

FP = sgn {[b*CFpC - Echl + [D(Cppc) - D(Ech)J] (3.5)
where sgn(.) is a sign function and D(-) is the measure
of the dimension of the point being considered. If the
point lies on one of the coordinate axes, its dimension is
1, otherwise the dimension is 2. This is a measure for
control implementation. Larger dimension means more
control actions will be concemed.

B3 is a constant and 0 < B < 1. This weight used here
represents the intention that corner is more preferred to be
selected than edge point candidates due to High-level
visual stimuli criterion.

Thus, if FP > 0, which means either the distance and
dimension of the comner candidate are greater than those of
the edge candidate or much control will be concerned
though the distance of the comer candidate is slightly
shorter than that of the edge candidate, then the edge
point candidate will finally be selected as point of
fixation.

If FP < 0, which means the opposite situation to the
above discussion, then the corner candidate will finally be
selected as point of fixation.

We may derive from the above discussion that the
determination of fixation point not only depends on the
features themselves but also the weights we select, i.e.,
oand B. In some sense, the selection of cwand B has
important influence on decision making on fixation point
selection. We propose that
0=09~095 and B =0.95 ~ 0.99.

The algorithm for determination of the point of
fixation is given below:
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1) For each comer or special edge point in each group,
calculate its distance X; from the local origin using (3.4),
2) Determine the candidate for point of fixation in each
group using evaluation function 1 represented by (3.3),
3) Determine the point of fixation using evaluation
function 2 represented by (3.5),

4) Get the coordinates of the selected point of fixation:

(XFpL, YFPL)-

As mentioned before, gaze stabilization in binocular
system means pointing the two optical axes of two
cameras to the selected fixation point. Thus, the
positions of the projection of the fixation point are at the
origins of the two image planes. The process of realizing
fixation is called vergence. A straightforward and easy
way to do this is to select the fixation point in different
cameras separately and control the parameters of the
degrees of freedom available to each camera such that the
fixation point projects onto each origin of the image
planes coordinate frame. However, this method is not
reliable. The reason is that if fixation point is selected
separately in two cameras, we are unable to say that the
two cameras will select the same point because
geometrically the initial positions of projection of the
object in two images are quite different. The approach
proposed does not guarantee global determination (which
means determination of position of a visual target in two
images.) of the position of fixation point. This results in
non-fixation in real application.

Then , what is a reliable method? Remember the
vergence system is also a control system. From the view
point of a closed-loop control system, the measure of the
ditference, or error, between the desired input and the
actual output is important since control signal is
synthesized based on this error signal {22]. Back to our
vergence control, let's ask: "What is the error signal
involved in vergence control"? We know that fixation
point has a stereoscopic disparity of zero. This is a
"salient" feature of fixation. To achieve fixation means to
obtain zero disparity between (wo images. If the
disparities between the two cameras are zero, we are sure
that the two cameras are fixating at the same point. So to
compensate the disparity between two images is a direct
and reliable approach to realizing fixation.

If we accept this conclusion and try to find the
disparities, one of the images in the two cameras should
be considered as the reference image. If the image of the
lett camera is chosen as reference image, we say the left
camera is the dominant camera [4]. Tl ., the task of
fixation point selection only affects the dominant camera.
The tasks involved in the dominant camera and its sub-
control system are:

1.(optional) Tracking if the target is in motion with
respect to the dominant camera,

2. Fixation point selection, and

3. Control of degrees of freedom to keep the optical axis
directed to the fixation point.

Now we can consider the image in the other camera,
the non-dominant camera, as the ‘“output” of the
vergence system. Then, the difference or the disparity
between two images, are the error signal of a vergence
system. So we need to control the parameters of the
degrees of freedom available (o the non-dominant camera
such that the disparity is compensated. When vergence
control results in zero-disparity, we believe that the two
cameras fixate at the same target. Therefore, tasks
involved in non-dominant camera and its sub-control
system are:

1. Vergence disparities extraction, and
2. Disparity compensation (vergence control process).
Refer to Fig 4.1

There are a lot of algorithms that deal with disparities
(16][17][18]. They are usually used to obtain a depth
map. In disparity estimation for vergence control, what
we need is an "overall" disparity estimation --- the
disparity between the images. The whole image could be
regarded as a single “big point". Our approach is Fourier
phase-based approach. It is motivated by the Fourier
translation property that a translation in spatial domain
will result a translation in frequency domain that is direct
proportional to spatial translation. When disparity exists
in two images that are taken at the same time but in

Fixation point

/ \  non-
dominant
camera

-

dominan
camera

e

Vergence
Tracking disparity
extraction

Fixation vergence
— point disparity |—
selection compensatio

Fig 4.1 Different tasks in left and right
camera for fixation



different cameras, we can regard the two images as taken
consecutively in one camera and the disparity is due to
the translation of the object. Thus, by calculating the
phase difference of two "consecutive” image, we are able
to determine the translation of the object in two
consecutive images and then the actual disparities can be
determined. Our approach is similar to [13] in that the
two methods both use phase difference as a measure of
disparity. But in [13], local disparities are important and
this is why a local filter (Gabor filter) is involved since
its goal is to obtain a depth map. In our approach, since
we are only interested in ‘“overall” disparity, the
complicated gray-level images are used as binary images
and treated as a single “large” point. Any local analysis is
not necessary. Therefore, our approach is more suitable
to vergence control.

The advantages of our approach over the existing
approaches [3][5] for vergence control are:
1. We simplify the image processing --- gray-level
images are vsed as binary images. The ideal and the
seemingly unrealistic assumption (shifted version)
becomes true in our approach.
2. The disparity 1s obtained directly as a function of the
image property (Here only the contour is important.). Tt
avoids the disadvantages contained in peak-finding
method [12].
3. This approach is a robust estimation of disparity.
Local occlusions and local intensity changes will not
affect the "overall” disparity estimation.
4. It is simpler in that only phases are calculated. The
computationally more expensive process of spectrum
calculation is avoided while in {3][5] peaks are found in
the spectrum analysis. Thus, presented approach is more
suitable to real time application.

2. Vergence_Disparity Measurement Based op

‘ourier Phas ifferenc

[t is known that the Fourier phase difference between
two consecutive images provides all the information
required to obtain the relative displacement vector(15].
‘The most important advantage of using complex phasc of
Fourier transform in objection position detection is that a
translation in the spatial domain directly corresponds 1o a
phase shift in the spatial frequency domain. When an
object i1s completely inside the image window, the
relationship between position and fundamental frequency
complex phase is linear [17][15]. More explicitly, the
position and the fundamental frequency complex phase
satisty the following equation;

Aposition = W____‘“d‘;w—s"‘e *Aphase  (4.1)
n
This equation can be directly obtained from the

translation property of the Fourier transform represented
by (24]:
{(x-x, y-yg) & F(u, v)expl-j2rluxg +vyg)/N] (4.2)

where we only consider fundamental frequency (u=v=1)
and N is the window size.

If we regard the right image R(x, y) as an image that
is taken in the left camera right after the image L(x, y) is
taken and contribute the disparity to the shifts of the
movement of the object with respect to the left camera,
then, by calculating the fundamental frequency phase
change in these two “consecutive” images, we are able to
determine the disparity Xq and yq4. Once the disparities
are determined, mapping them into vergence control
system's reference input is not difficult.

It should be pointed out that the method introduced
needs 2-D Fourier transform computation. One way to
achieve faster processing is to use Fourier phase in
conjunction with projection concept [15]. The use of
projection is important because, in this way, it is
possible to achieve 1-D processing and disparity
Xd and yq can be directly and separatcly obtained.

The projection of I'(x, y) along y-direction onto x-axis
perpendicular to y-axis is defined by [15]
Fy(x) = j F(x, y) dy 4.3)

Similarly, we have projection of F(x, y) along x-
direction onto y-axis:

F(y) = j F(x, y) dx 4.4)

If we consider digital images, the integration should

be represented as summation. Thus, equations (3.3) and
(3.4) becomes:

h

Fi(i) = Fa, j) (4.5)
j=0

EG) =Y FdG, j) (4.6)
i=0

where h X w is the window size and F(i,j) is quantized
from F(x, y).

The algorithm below describes the procedure for
vergence disparity extraction.

1. Determine an appropriate sized window such that the
object is entirely within the window.

2. Get the projections of both images along x-direction
and y-direction using:

h w
L =Y LG.j. LG =Y L j) 4.7)
=0 1=0
h w
R(@) = RG,j), RG) =Y R, j) (4.8)
=0 i=0

3. Calculate their vertical and horizontal phases, which

will be denoted by 6y, 6], 6 and 6}, respectively.

4. The difference between the two pairs of phases will be
A =0y - 0, 4.9)
AY =0 - 6] (4.10)

indicate the vertical and horizontal disparities according to

4.1).

&1¥“—(A8‘ 4.11)
52
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yg= X * A¢
2n
As we have known the coordinates of the point of

fixation in the left image are Xgpy, YppL and the disparity
is (x4, y4), the coordinates of the point of fixation in the
right camera will be (Xgpr, Ypr), Which satisfy
Xppr = XppL, + Xg and Yppr = YrpL + Ya and which will be
the reference inpul to vergence servo system after
kinematic transform.

V. Control Issues

(4.12)

‘The xggr and yger are in terms of pixels. They should be
transformed to other two values in terms of pan degrees
or vergence degrees or tilt degrees, etc., through
kinematic calculation since this is the only form the
local controller can accept. As mentioned before, each
degree of freedom has its own local controller., which are
coordinated by the robot head platform control block. The
presently implemented control algorithm is PD
algorithm, i.e., the output of the controller is
proportional to the error between reference input and
system real output and the derivative of the error. This is
a typical implementation for DC motor drive system and
can be mathematically represented as:

u(t) = kp* e(t) + kg* & (5.1
where e(t) is the error between reference input r(t) and
system’s real output y(b), i.e.,

e =r; (1) - y(© (5.2
Different choices of the two parameters of the PD
controller, kq and k;,, will result different output response.
the larger the k;, the smaller the steady error but the
larger the overshoot. The larger the kq, the more sensitive
the system, either speeding the response or resulling
oscillation. So the two parameters are empirically
selected such that the step response of the system is
slightly under-damped to achieve fast response with small
overshoot. The simulation of one of the controller’s
output is depicted in Fig 5.1.

y nclusi

The design of an active vision system is given with
emphasis on the ability to obtain accurate 3-D
information and on the convenience for gaze control.
Based on this design we discussed three problems
involved in binocular system'’s gaze stabilization process.

In fixation point selection, we argued what kind of
features can be chosen as fixation point candidates. In
this paper, we select corner/edge-point as salient feature
for fixation purposes. Studies in human visual behavior
provide us with theoretical foundation based on which
evaluation functions are formed to determine fixation
point hierarchically from between the candidates. We
should point out that appropriate larget for fixation are

chosen according to visual tasks the system is
performing. Gaze control at the higher level can be

1.5 angle
o 1t

2
(5]
o0

g 0.5
>

0

0 5
time
(a)
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— 4
[
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§0 2

L ol
-2
0 5
time
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Fig 5.1 (a) Vergence servo output with small
overshoot under step input. (b) The velocity
of the output.

viewed as a resource management problem [3]. This is
beyond the scope of this paper and is not taken into
account. Here, we assume that corner/edge-point could be
our appropriate target for fixation.

We characterized different tasks in left and right
cameras for vergence control and used phase-based method
to measure vergence error based on binarized images.
This approach can robustly and efficiently extracts
vergence disparities.

And in the last section we discussed some properties of
the local controller based on PD algorithm.
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Abstract

Mobile robot navigation using visual sensors re-
quires that a robot be able to detect landmarks and
obtain pose information from a camera image. This
paper presents a vision system for finding man made
markers of known size and calculating the pose of
these markers. The algorithm detects and identifies
the markers using a weighted pattern matching tem-
plate. Geometric constraints are then used to calcu-
late the position of the markers relative to the robot.
The selection of geometric constraints comes from the
typical pose of most man made signs; such as the
sign standing vertical and the dimensions of known
size. This system has been tested successfully on a
wide range of real images. Marker detection is reli-
able, even in cluttered environments, and under cer-
tain marker orientations, estimation of the orientation
has proven accurate to within 2 degrees, and distance
estimation to within 0.3 meters.

Task description

Humans are very dependent on their sense of sight
for navigation. People use both natural and man-
made landmarks to help them determine where they
are and which way they want to go next. What hu-
mans can do with the greatest of ease, however, can
be very difficult for robots. Mobile robot navigation
using visual sensors typically requires that the robot
be able to obtain pose information from a camera im-
age. This task often includes recognizing markers or
other known objects in the image and calculating the
object pose from the size and appearance.

There are several tasks that a robot navigating by
vision must deal with: the robot must to be able to ex-
tract markers from a complex environment; the robot
has to recognize these markers from many different
points of view; and the robot must determine, from
it’s view of the marker, the pose (3D position and ori-
entation) of the marker. In addition, for all practical
purposes, the robot should be able to perform all of
the above tasks relatively fast (less than a few seconds
in most cases).

This paper describes a vision system that was im-
plemented for the AAAI 1993 Robot Competition in
Washington D. C. on July 11-16, 1993. All vision

*Currently at University of California, San Diego

processing was performed onboard the robot using a
80486 PC DOS based computer. A complete descrip-
tion of the design of the University of Michigan entry
can be found in {1}.

The vision system is divided into a marker ex-
traction and identification step, and a pose estima-
tion step. Marker extraction finds predefined mark-
ers (black ’x’s and '+’s on a white background) in
the environment and determines their pose relative
to the robot. Thus, a robot using this system should
be able to navigate autonomously using visual sensors
in a semi-constrained environment. The required ge-
ometric constraints are: the marker must stand verti-
cal; the marker and camera contain no roll; the focal
length of the camera and the camera’s location rela-
tive to the robot are known; the robot is oriented in
the plane perpendicular to the marker; and the width
and height of the marker are known. Though these
constraints may seem restrictive, they are typical of
most man made signs such as traffic signs and office
door markers.

Marker detection

The marker detection phase is composed of two
main routines: the connected components routine
and the marker identification routine. The detection
phase must be both fast and accurate for the system
to be useful for most real world tasks.

To maximize speed, we make only one pass through
the entire image. During the pass, the image is
thresholded and connected components are found and
labeled. One pixel components are ignored and not
labeled. Size thresholding then filters out most of
the non-marker components. Only one pass is made
through all possible connected components. Figure 1
shows sample output from this stage. The possible
markers are outlined with a bounding box.

To identify or reject the remaining markers, a
weighted pattern matching template is used. An nxn
template matrix is created for each marker (see Fig-
ure 2). Increasing n increases the resolution of the
template, but also increases the process time. We
found n = 7 to be a good compromise. This weighted
template indicates which areas are expected to be
black and which ones white. The weights for our
matrix are currently determined by trial and error,
but we could easily replace these with machine gener-

Copyright © 1994 by the American Institute of Aeronautics

and Astronautics, Inc. All rights reserved.
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Figure 1: The first image is a typical input im-
age. The second image shows the mark-
ers that are detected by the connected
components routine. These markers will
be identified as x, +, or neither.
1|1 (-2]-8]-211]1
112]0]-1]0]2}1

21013111310 -2
8-t 1[8]11}-1]-8
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Figure 2: Weighted pattern templates for the x

and the + markers. Positive values in-
dicate expected black areas; negative ar-
eas are expected to be white. Certainty
increases with magnitude.
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Sample marker
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Figure 3: Sample marker with calculated x and +
certainty values. “b” indicates a black
pixel; “w” indicates a white pixel. =z
refers to the x template; p refers to the
+ template. 7 counts rows; ¢ counts
columns. For this example, the program
is 95.8% certain that the sample marker
is an x and 35.7% certain that it is a +.

ated weights if a learning program were implemented.
The marker template which a component most resem-
bles is selected as the “guess” for that component.
The program generates a certainty measure with each
guess (see Figure 3) and uses this measure to accept
or reject the guess.

Each marker can have one or more templates. The
additional templates may be used to improve marker
recognition from other views.

Two types of heuristic information is also used in
identifying the markers. Some heuristics were known
before the program was written. Knowing that all +'s
have a vertical line down the center of the bounding
box, no matter what the robot’s relative position, has
strongly emphasized the importance of the center line
in the template. Other heuristics were not learned or
incorporated until after the program had been tested.
Diagonal lines often scored high enough certainty val-
ues to be considered x‘s. Adding a specific test to ver-
ify that each possible x is not a diagonal line solved
this problem.

Pose estimation

The three dimensional position and orientation
(pose) of the markers is also determined. Such in-
formation is useful for performing further analysis.
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One possible application of the pose estimation al-
gorithm is the detection of road signs. Once a sign’s
pose is calculated the pixels corresponding to the sign
can be mapped to an orthographic projection. Since
virtually all character recognition algorithms assume
an orthographic projection, this would allow for much
improved character recognition.

For the robot competition, the pose of the mark-
ers also represents the pose of the box to which the
marker is attached. One phase of the competition re-
quires the robot to autonomously move the box from
one location to another. The marker pose is used to
guide the robot to the box such that the box can be
pushed to the appropriate location.

Geometric constraints are used to calculate the po-
sition of the markers relative to the robot. First, the
marker is expected to be mounted on a planar sur-
face and that the four corners of the marker are de-
tected from the low level image processing (marker
extraction and identification). The markers dimen-
sions are also know in advance. Second, the marker
is standing vertical. As mentioned before, this is not
an unreasonable constraint as many man made signs
stand vertical. Finally, the calibration parameters of
the camera are known, including orientation of the
camera, relative to the robot and the camera’s focal
length. Also, there should be minimal* camera roll
(rotation about the Z axis).

These geometric constraints form a set of 24 equa-
tions in 18 unknowns defining the position of the four
corners of the markers. This provides an overcon-
strained set of equations which is solved using the
method of least squares. The final result are the 3D
position of the four corners of the markers. For the
given application, the orientation of the markers and
the distance to the center of the marker are calculated
from the four 3D positions. These two values are used
by the robot to navigate to the markers so that more
accurate identification and pose calculations can be
made.

Utilizing Geometric Constraints

Figure 4 depicts the geometry of the imaging pro-
cess with the bounding box of a '+’ marker being
mapped to the image plane. Both the width (w) and
height (h) of the markers are known. The three di-
mensional unit direction vectors nl, n2, n3, and n4,
which are directed from the known focal center of the
camera F towards the unknown marker position vec-
tors 151, 15‘2, 1;3, and ﬁ4, are calculated. This calcu-
lation is feasible given the position of the focal center
of the camera F, and given the four sensor plane 2D
position vectors pi, p2, p—l‘S, and p4. These 2D vectors
correspond to the mapping of the corners of the mark-
ers onto the sensor plane. Due to the imaging process,
distances d1, d2, d3, and d4 are unknown (where dn

*Current experimentation indicate that both a marker
tilt and marker (or camera) tilt of up to 10 degrees do not
significantly effect the calculation of the position of the
marker. In addition, the effects on the orientation also
seem negligable relative to other errors. Further testing is
being performed.

Yo
camera sensor plane

Figure 5: Locations of coordinate frames

is the distance in 3D space from pn to P_‘n). Figure 5
shows the coordinate frame assigned to the camera’s
sensor plane ¥, and its relation to camera’s 3D coor-
dinate frame ¥, the image coordinate frame ¥;, and
the robot coordinate frame V..

It is assumed that the camera focal length is known
and that the pose of the camera relative to the robot
is also know. Then all points are transformed to the
robot coordinate frame ¥,. This results in the follow-
ing equations of known vectors:

nl = [~pls, —ply, f] (2)
n2 = [~p2s, —p2y, f] (3)
n3 = (P32, —p3y, f] (4)
nd = [—p4., —pdy, f]. (5)

The vector equations with unknowns are:

1=dlxnl (6)
P2 = d2 x n2 (7)
P3=d3xn3 (8)
P4 = d4 x nd. (9)

In addition the following constraint equations arise
given the marker is standing vertical and that the
camera and marker have no roll (rotation about the
Z axis). Here d1, d2, d3, and d4 are the distances from
the camera focal center to the unknown 3D points P1,



P2, P3, and P4.

P2, =dl x nl, +w x nw; (10)
P2y = dl x nly + w x nwy (11)
P3,=d4 x nd; + w X nuw, (12)
P3y, = d4 x ndy +w X nwy (13)
P4, =dlxnl, +h (14)
P3,=d2xn2,+h (15)

dl x nl, = d2 x n2, (16)

d4 x n4, = d3 x n3, (1n

P4, = P1, (18)

P4, = Pl, (19)

P3, = P2, (20)

P3, = P2,. (21)

These equations can be expressed as an overcon-
strained system of linear equations with the above 24

equatlons and the 18 unknowns of d1, d2, d3, d4, Pl

P2 P3 P4 and nw. The two dlmensmnal unit vec-
tor niw has an £ and y component. nw; corresponds

to the z component of the vector pointing from Pl

to P2 and nw, corresponds to the y component of
this vector There is no z component to niv since the
markers, and the camera, are assumed to have no roll.

Equations 2 thru 21 result in the matrix equation

i = AZ, (22)

where 7 is the 24 element known vector

¥=(0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0, {(23)
0,0,0,H,H,0,0,0,0)

and 7 is the 18 element unknown vector

f=(Pl;, P2, P3;, P4;, Ply, P2y, P3y, P4y, (24)
P1,, P2,, P3,, P4,,dl,d2,d3, d4, nwz, nwy)

and the matrix A is the following:

(1 000DD0D0O0O0000-nlz 0 0O O O 07
010000000000 0 -n2z 0 O 0 O
001000000000 O 0 -n3z 0 0 O
000100000000 0 0 O =-n4zr O O
000010000000-nly 0 O O O O
000001000000 0 —n4z 0O O O O
D0O0OO0DOD100000 0 0 -n3y 0 0 O
000000010000 0 0 0 =-n4y O O
000000001000-nlz 0 O 0 0 0
00000D00O00100 0O -n2z 0 O 0 0
000000000010 0 0 -n3z 0 0 O
000000000001 O © O =-n4z 0 0
011000000000 0 O O G 0 O
DOO0DDODO-1100000 0 O 0 0 G O
100-100000000 0 0 0 0 0 O
00001D0-10000 0 ©0 ©0 0 0 0
0000DO0DOO0000 O 0 -n3zn4z 0 O
000000000000 niz —n2z 0 0 0 0
000000000010 0 —-n2z 0 0 0 O
DODOO0DOOCO0O000l—mlz 0 O 0 O O
D10600C000O0000-nlz 0 0 0 -W O
0000010060000-nlz O O 0 O -W
601000000000 0 0 0 -ndz-W 0
00000D0G1 00000 0 O 0 -ndy 0 —W|]

Results

The accuracy of the pose estimation algorithm is
measured by the error between the estimated and true
marker distance and orientation. Robustness refers to
the program’s ability to detect markers and make rea-
sonable pose estimations in complex situations such
as cluttered images, tilted camera, uneven floor, etc.
A set of experiments have been performed which test
these measures.

The testing of this vision system has produced
promising results. Marker extraction and identifica-
tion is very accurate, even in cluttered images. Mark-
ers can be extracted at orientations of up to 60 de-
grees. Pose estimation is possible in the range of
one to seven meters. Distance can be determined to
within .2 meters when the marker is at an orientation
of 50 degrees. Marker orientation can be as accurate
as 1 degree; the ground truth measurements of orien-
tation is approximately 1 degree, so any error at this
resolution could be a factor of either the vision sys-
tem or the ground truth measurements of the marker
orientation. These results were obtained on low res-
olution images of 315 by 200 pixels. Figure 6 shows
two sample images with the calculated marker pose
projected onto the images.

The system should be able to extract only and all
markers in an image. If a tradeoff must be made,
then it is prefered to that non-markers be identified
as markers. The robot can then approach false mark-
ers and perform further analysis to determine that
indeed this marker is not a false positive. To make
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Figure 6: Two sample images with the calculated
marker pose projected on top.

such an analysis more tractable, the vision system
should output a confidence value with each marker
sighting, which would be used by the robot to deter-
mine which markers need further analysis. With each
classification, the marker detection algorithm gener-
ates a certainty value as given in equation 1, and the
pose estimation algorithm generates 6, the residual
from the least squares fit as

§=AF—§ (25)

These two values, residual and certainty, are avail-
able to the robot to help determine how to accept the
marker and its pose.

The experiments involved processing of 42 images,
each having two to four markers. Only once did the
marker detection step identify a non-marker object as
a marker (a false positive). The program only missed
existing markers when oriented at angles greater than
50 degrees and often detects markers up to 70 degrees.

The original purpose of the marker size threshold
was to eliminate obvious non-marker components as
soon as possible and reduce the number of connected
components that are processed by the marker iden-
tification routine. If the user can set the threshold
to limit the size of the markers to a small range,
fewer extraneous components are then processed by
the marker identification routine, reducing the chance
of false positives. Unfortunately, a small range also
limits the distance at which markers can be recog-
nized. During testing, it was found that a narrow size

o distance eTor given 2ero bax orenlation
4 T T Y

T

o8+ .

0zt .

ot

eTor in matsn
o
.

0

<02k

<3

Figure 7: Plot of the error in calculated distance as
actual distance increases and with zero

box orientation.

threshold was not crucial for accurate identification.
Marker sizes in the distance images ranged from about
50 pixels at seven meters to over 1000 pixels at one
meter. Even with such a wide size range, the program
returned a false positive only once, while successfully
finding over 100 markers in 42 test images.

Figures 7, 8, and 9 are plots of some of the experi-
ments. The first plot displays the calculated distance
error as a function of distance to the marker. All tests
resulted in an error of less than 0.4 meters and over
half being less than 0.2 meters. As expected, the re-
sults show that the error generally increases as the
distance from the object increases. The main excep-
tion being the two data points around 6 meters that
have a very small error. More data points are needed
to determine if this is the not due to some unfore-
seen anomaly of the algorithm, or just chance, as we
suspect it is.

Figure 8 displays the results from the experiment
to test the distance accuracy as a function of marker
orientation. The marker detection algorithm can not
reliably segment markers at orientations above 60 de-
grees, hence the orientation plots only extend from
zero to 60 degrees. An orientation of 0 degrees cor-
responds to the marker being perpendicular to the
imaging plane. All these tests were from a distance of
2.16 meters. The distance error is within 0.13 meters
with a marker orientation between zero degrees and
50 degrees.

Figure 9 represents the experiment to test the ori-
entation calculation accuracy as a function of marker
orientation. All the tests were from a distance of
2.16 meters again. This plot displays the interest-
ing feature that the error is minimal between 30 and
60 degrees. Also, the error increases from 30 degrees
back to 0 degrees of marker orientation. This effect
is due to the perspective transformation; when ob-
jects are perpendicular to the imaging plane, small
perturbations in the objects orientation make even
smaller changes in the view as mapped to the imaging
plane. The small perturbation effects increase as the
angle increases (object becoming less perpendicular
to the imaging plane). This effect causes fairly large
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changes in the orientation of the markers (when the
object is almost perpendicular to the imaging plane)
to account for small changes in the mapping of the
marker onto the image plane. Hence, small changes
in marker orientation go unnoticed by the algorithm
when the object orientation is much less than 30 de-
grees. Perhaps more appropriately, small errors in the
pixel locations of the four corners of the marker result
in large changes in the computed object orientation
when orientations are less than 30 degrees. Errors
in the marker detection algorithm become more cru-
cial under small orientation angles, with our experi-
mental results showing this to be true as well. This
marker orientation sensitivity can be shown analyt-
ically as well. Figure 10 shows a two dimensional
representation of the problem. For our experiments,
the variables f, D, and L are known and have values
of 0.0085 meters, 2.16 meters and 0.23 meters respec-
tively. f corresponds to the camera focal lenght, D
the distance from the camera to the marker, and L
the width of the marker. The following equations are
basic geometry equations from Figure 10:

L,=DIl/f (26)
6 = 180 — atan(f/1) (27)

N
N

Figure 10: The two dimensional representation of
the orientation of the marker relative to
the imaging plane.

B = arcsin((DI/(fL))sin(61)) (28)
a =180 -6 — g. (29)

Now solving for a as a function of |

f : -1 1
a(l) = arctan(5) — arcsin(DL =),
! 1+ 4

and its derivative with respect to [ is

-1
dall) _ _ g (1 + {—j) — Df*x (31)

al
o\ —3/2
! IL‘1 (1 + f—) -2

\ﬁ_ D212 (14 47) .

Figure 11 represents the plot of «(!) for values of {
from zero to %’%, and Figure 12 is a plot of d—‘;%l for

the same range of {. Notice the sharp knee in d%gﬂ at
{ & 0.0007. This shows that for [ < 0.0007 meters the
magnitude of the rate of change of a with respect to
is fairly constant and small. However, for { > 0.0007
meters, the magnitude of this rate of change increases
very rapidly, meaning that small perturbations in the
length ! (the measured width of the marker) result
in large changes in the marker orientation. When
the marker detection process introduces small spatial
measurement errors, for example, due to quantization
of the image and the due to the marker segmentation
process itself, then the resulting estimated orienta-
tion errors may be very large when { > 0.0007 meters.
This corresponds to the experimental results as shown
in Figure 9. Also, from the plots in Figure 12 and 11,
the location of the knee at 0.0007 meters corresponds
to an angle of approximately 0.6 radians or 34 de-
grees. This in turn, corresponds to the experimental
findings that the orientation error increases for val-
ues of marker orientation less than approximately 30
degrees.

(30)

Conclusions

Results from this project indicate that it is possible
to obtain useful pose information from a camera im-
age in real time on a general purpose computer such
as a 80486 based PC. Additional tests on the sensitiv-
ity of pose estimation to various parameters such as
focal length value perturbations and marker size are
planned. In addition, we will be studying the trade-
offs between process time (i.e. image resolution) and
accuracy.

173



174

[1]

angle aipha in redans

" N x " " N L L
[ 00001 00002 000 00004 GOOGE 00008 00007 0.0008 0.0009
dietance ) in meters

Figure 11: Plot of a(l).

-1000 T T T T T

dedvalive of sipha wrt |

o

1 n " L " "
o 00001 00002 ©OCO3 00004 00005 Q0008 00007 00008 00009
jength | In mewre

. da(l
Figure 12: Plot of %—l.

3000 -

References

David Kortenkamp, Marcus Huber, Frank Koss,
William Belding, Jaeho Lee, Annie Wy, Clint Bid-
lack, and Seth Rogers. Mobile robot exploration
and navigation of indoor spaces using sonar and
vision. In Conference on Intelligent Robots in
Field, Factory, Service and Space, March 1994.




Lo N94- 30549

AIAA-94-1199-CF

UNSUPERVISED TEXTURE IMAGE SEGMENTTATION BY
IMPROVED NEURAL NETWORK ART2

Zhiling Wang, G. Sylos Labini, R. Mugnuolo and Marco De Sariot

Center for Space Geodesy. Italian Space Agency. P.O. Bor 11
75100 Matera, Italy
Faz:+39-835-339005 Tel:+39-835-3779 Email:zhiling@asimt0.mi.asi. it

tDept. of Electronic Engineering, University of Bari, Via Re David, 200
70125 Bari . Italy

Abstract

We here propose a segmentation algorithm of texture image for com-
puter vision system ou space robot. An improved Adaptive Reso-
nance Theary (ART2) for analog input patterns is adapted to clas-
sify the image based on a set of texture image features extracted by
a fast Spatial Gray Level Dependence Method (SGLDM). The non-
linear thresholding functions in input layer of the neural network
hiave heen constructed by two parts: firstly 1o reduce the effection of
inage noises on the features, a set of sigmoid functions is chosen de-
pending on the types of the feature; secondly, to enhence the contrast
of the features, we adopt fuzzy mapping functions The cluster num-
ber in output layer can be increased by an autogrowing mechanisui
constantly when a new pattern happens. Experimental results and
orginal or segmented pictures are shown. including the comparison
between this approach and K-means algorithm. The system wrilten
by (' language is performed on a SUN-4/330 sparc-station with an
image board I'T-150 and a CCD camera.

1. ucti

Segmentation amul classification of textured images have beeu consid-
erahle attention to contain significant discriminatory information for
image segmentation in a variety of application, such as terrain classi-
fication, military surveillance and recognition, remote seusing iinages
and biomedical image analysis!. Although texture is a fundamental
characteristic of images , the complexity involved in its quantifica-
tion has presented its effective incorporation into the segmentation
process.

in this paper, the neural network of an improved Adaptive Res-
onance Theory (ART?2) is presented to segment an image consisting
of several regions with different textures. Artificial neural networks
offer several advantages over conventional classification techniques,
due to their high computation rate, great degree of fault tolerance
and unsupervised ability. The number of researches have engaged on
the researchment by neural networks?®~3!,

In this paper, section ¢ defines the texture feature types which
are derived from co-occurrence matrixes and selection of maximum
and minimum measure window for feature extraction of the texture
image. Section 3 describes an approach of improved ART2 neural
network with alterable competitive layer (Fa layer). The nonlinear
thresholding fuction in £y layer is displaced by a fuzzy mapping

function. Section 4 shows the resulits of experiments and illustration.

2. Feature extraction of texture image

Whether the segmentation of texture image is good or not depends
on the extraction of texture features. There are number of the ap-
proaches to have been developed for feature extraction of the texture
image: Fourier power spectrum method (FPSM)3 spatial texture
energy®. Markov random field model”, Gibbs random field model®*,
zero-sum filter masks 1%, gray level run length method (GLRLM)
19 epatial gray level dependece method (SGLDM)2. gray level dif-
ference wmethod (GLDM) ', and other methods %2135 Soe of
these methods belong to statistical method. others to structural one.
Among them. spatial gray level dependence method, whicl is intro-
duced by Haralick ef al. in their paper?. is ome of the most successful
statistical representation for the texture. The feature measurement
front co-occurrence matrices in the SGLDM is rather similar to the
knowledge captured by the liuian eyes, and provides a convenient
way to represent the properties of object textures, Weszka ¢f al.
experimentally compared feature ou terrain images aud lound that
SGLDM is more powerful than the GLDM. GRLM. and FPSM ';
Ohanian et al. also pointted that the features by SGLDM were bet-
ter than Markov random field, multi-channel filtering features. and
fractal based features!®. It is known. however. that the SGLDAI
requires much processing time and great nwmber of memory. Only
for mean probability distribution. 234 times of nuultiplication in the
SGLDM are done when a measured immage is a size 64x 64 with gray
level 128, and the tendency will be raised at exponent rate with the
enlargement of the image size, particularly, the icrease of gray-level
nuuiber.

In this paper. we use a set of simplifed equations based on a
fact that rows or columns around the current pixel are included or
excluded almostly at the sanie time while the measured window is
displaced in the horizontal or vertical direction of the image, so we
could make the equation be simplifed viewing from the pixels of
rows{columns) both excluded and included front a window rather
than a pixel method #.
row or column inustead of one in a pixel, so algorithm in the paper
consumes inuecli less time than Harilick's wethod.

Somne calculations are done one tine in a

We defined a co-occurrence matrix of relative frequencies with
which two pixels separated by distance d at a specified angle occur
on the image. one with gray level i and the other with gray level ).

1994 by the American lustitute of Aeronautics and Astronautics, Inc. All rights

reserved.,



176

A distance of one pixel, i.e. the measuring window slides over the
image in one step length! in both horizontal and vertical direction
and angle quantixed to 45° intervals, or 0°, 45°, 90°, and 135° will
be used. We give a set of simplified equations:

(1) Mean

1 . . . .
mg = my_ + NZ(':" +.):,v e _Jk,r) (1)

(2) Variance
of = of+
& UG+ G =5 =i, P mi g —mi (@)
(3) Correlation
Ci = [Ciorol_i+
%Z("Iri{r =g di) ¥ mioy —mil/e}  (3)

(4) Energy

Let
- _ N -
L= = o, o2 JT=1/(Ny_y ~2)
N,
+_ k-1 + -
Lt = TR J 1/(Npo1 4 2)
E; =(L™VE_; +(J7)Ya—4M7_)) ) (4)
Ef = (L)Y + (U (e +4M ) (5)
where
_ 2 iti#j
a ‘{ 4 iz 6)
(5) Entropy
EP; =L EP;_ | — L log(L~) - A~ (7N
EP} = LYEP} | — Lt log(Lt)~ At (8)

2J(Me_ig . g, ) = Dlogl L(Me_i(ig . jg ) - IH
2J-Mi_lig g, lo® L™ Mi_i(i5 . i7 ) i# j
T (Mi-Alig  J ) - Dol LM G, o i, ) — D
J=Mr_Aif i Vog L™ Me_ilig . Ji ) i=j

20 M MG, )+ Dlog(LHMe G, JiF ) +1)
2IMy_if o oL ¥ My _(iF i) i#J
JHMu i i )+ Dog(LH M (i JE ) +2)

J* My 0E ) Nog(L Mt T, i=j

At =

! Ordinarily. rather than using a single displacement because small values for
step length d yield the best results for the extraction of image features proved
by Weszka at. al.?

(6) Contrast
2 . . . -
Te=Teor+ 5 2 MG, =87 =Gk, —JE D) (9)
(7) Homogeneity
Hy = Hea+

2 . e -

& A6 i Pt - (g, ~ig P (10)
where the 3 is the Zf:xv the L stands for the length of the row
or column, i.e. the wide of measuring square window, the M(i,j)
is the element of a co-occurrence matrix, superscipts “+” and ‘"
express for a pixel (x,y) included or excluded from the window. The
equations for both energy and entropy features are used to the case

considering a pixel included or excluded from the window because of
the noulinear decomposition for square and logarithmn functions

3. Improved ART?2

Connectionist classification used here is called Adaptive Resonance
Theory(ART) 24~27. In general, ART is divided into two types de-
pending on input patterns. ART1 is applied to solve binary input
problem, ART?2 is available to both binary and analog inputs. In the
paper, the ART?2 is used to classify the texture image because the
20 features (five for each angle) belong to gray-scale patterns.

The classifier in the ART2 consists mainly of two subsystems: the
attentional subsystem and the orienting subsystem. The former is
composed of the Short-Term Memory (STM) and Long-Term Mem-
ory (LTM) elemeunts.

3.1 Short-Term Memory (STM)

The Fy, the input representation field, and F, the category rep-
resentation field(competitive mechanism), are the two STM main
components.

Fy is composed of three layers with STM activation equations as
(see Fig. 1)

Pt=“:+zy(yj)zp (11)
Ps
@ = —— (12
e Y ’
v = f(z;) + bf(qi) (13)
=
ST )
wy = I, + oy (15)
w;
2 = —— 16
Y 1o
where a,b, and e are constants, y, is the STM activation of the Jth
Fy neuron, || || is the L, norm, f() is a nonlinear threshold function:
0 for0<z<§@
2(5=£)? for8<z<a
fla) = (H)z_ 2 - (17)
1-25%)? fora<z<p
1 fore>p3

where the feature noises are suppressed by seting f(z) to zero when
0 < # < 8. The fuzzy mapping function is used to enhence the
contrast among the features. and makes the input pvatterns classified
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Fig. 1. Typical ART2 architecture 25.26.27

more easily. The normalization mechanism keeps the pattern from
saturation in spite of the constant presence of the pattern during
the learning process. The F layer provides internal feedback and
a correlation between normalized bottom-up and top-down patterns
to stabilize all activities in the STM before transmitting the output
of the Fy layer to the F3 layer.

3.2 The search phase

In the F3, a competitive mechanism is used to choose a winning
neuron. Firstly, the input pattern of the Fj is applied to the bottom-
up adaptive filter by the bottom-up adaptive weight Z,;.

T] = ZP:ZU

where K is the total number of existing categories in the Fy, then
the vector T is put in the order from minimum value to maximum
one. We here suppose the Jth neuron in the Fj is selected if this
neuron becomes maximally active one among the neurons not to be
reset in the trial, i.e.

forj=1.2,... K (18)

Ty=max(T)) j=12,.. ..k, (19)

where K'; is the total number of the categories not to be used, then
only winning neuron in the F3 has nonzero outputs.

d if the Jth Fy neuron is the winner based on
mar(3_ piZ;;) and it has not been reset in the trial
0 otherwise

o7 =

(20)
The top-down pattern g(T;) is then feedback to the Fy by top-down
adaptive weight Z;; and compared to the original bottom-up pattern
to see if a correct match has been made by an activated orienting
subsystem.

3.3 Orienting subsystem

The orienting subsystem helps to directly search for the categories
in the F» . When the subsvstem is activated. the bottom-up pattern

vector p and the top-down pattern vector u are utilized to calculate
the degree of match (vector r)

u, + ¢p,
R=——— B (21)
e+ flull+1lcpll
if the choise in the £, is correct, ie.
rll>p (22)

where p stands for the vigilance factor or match sensitivity parame-
ter. At this time, adaptive resonance is considered to have occured
and entered to the categories in the Long-Term Memory (LTM). If
the choice is incorrect, another neuron with maximum output value
among the existing neurons not to be selected will be selected as a
possible winner candidate. The new candidate may cause yet an-
other mismatch, hence another reset happens and the selection of
yet another neuron, eventually, either the bottom-up pattern will be
placed in an existing category or learned as the first example of a
new category in the Fy layer. It is possible for an autogrowing mech-
anism to be activated to create a new catogory if no category in the
F5 could be used to save the new one.

3.4 The Long-Term Memory (LTM)

The LTM is made up of two components, the bottom-up adap-
tive weight Z;; and the top-down adaptive weight Z;;. When the
match operation in the orienting subsystem occures successfully. the
bottom-up and top-down weights should be adjusted. The weights
can heen obtained easily by

Z,y = Y (23)

ul

1-d

The procedure in the improved ART2 can be sununarized as:
Step 1. Initialize bottom-up and top-down adaptive weights Z;; and
Zj; in the LTM.
Step 2. Apply a new input pattern.
Step 3. Stabilize the output vectors u{or p) of the F) layer hy
repeated operating Eqs. 11 ~ 16, including noise reduction and con-
trast enhencement by a nonlinear thresholding function and fuzzy
mapping function.
Step 4. Compute the output vector p by Eq. 18.
Step 5. Select a winner neuron by Egs. 18 and 19 if neurons not to
be selected exist, else go to step 7.
Step 6. Apply Eq. 21 to determine whethier the selected top-down
winner pattern matches the bottom-up input u within a certain ac-
ceptance level of vigilance. if Eq. 21 is not true, the selected winner
neuron in the F; is disabled and return to step 5 in order to choose
another winner neuron ; else go to step 8;
Step 7. Autogrowing mechanism is activated to create a new cate-
gory.
Step 8. Only adjust the bottom-up and top-down adaptive weights
with respect to the matched winner neuron by Eqs. 23 and 24.
Step 9. Before taking the next new input pattern, neuron which has
been disable int step 6 will be enabled. The process return to step 2
if a new input paltern at least exists, else exit the system.

Viewing from the improved ART2 algorithm, if the network for
an input patlen has learned previously to recognize the pattern. then

Zn= (24)
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(a)

{b)

(¢)

(d)

Fig. 2. (a) original, natural texture image, (b) segmentation by K-meauns algorithm,
{c) energy segmentation by the improved ART?2 only with noise reduction, (d) en-
ergy segmentation by the improved ART2 with both woise reduction and contrast

enhencement.

a resonant state will be achieved quickly when that pattern is pre-
sented, adaptive process will reinforce the memory of the stored pat-
tern by formulas. If the pattern is not immediately recognized, the
network will rapidly search through its stored patterns looking for a
matclh. If no match is found, it will enter a resonant state whereupon
the pattern will he stored as a new category for the first time

if unused neurons in the competitive layer exist. Otherwise, a new
neuron should be created automatically by the autogrowing mech-
anism the Fy layer to store the new pattern. Thus, the network is
able to respond fastly to previously learned data, yet learn novel
data when those ate presented.



4. Experiment results

The performance of the segment algorithm by improved ART2 is
examined by a series of experiments on image containing different
textures. The size of each image i3 100 x 100 with 256 gray levels.
The size of maxiimum and minimum measuring window is defined as
L1 x 11 and 33 x 33, respectively.

For the texture features from the image by fast SGLDM algo-
rithm, the K-meauns algorithm is used 17 (shown in Fig. 2 (b)).
However, the K-means algorithm has following disavantages:

e Supervised learning mode: the number of clusters must be set
in advauce. the different number may classify different results;

* Slow real-time ability: time of classification will raise al expo-
nent rate with the cluster number increased;

¢ Unstability: the results of classification depends on the preci-
sion of feature extraction. when the extraction of the texture
features has slightly change, the classifing result might be dif-
ference.

Compared to the K-means algorithm, the ART2 has many advan-
tages, such as unsupervised training, high computation rates, and
great degree of fault tolerance (stalility/plasticity).

In our test. the features, i.e. energy. entropy, correlation, ho-
mogeneity aidl inertia (or called as contrast). are used in texture
analysis. The features have been proved to be a high degree of accu-
racy for the extraction of texture image features®. The parameters
a. b, c. d, e, 8 and pis selected in advance. a=bh=10., ¢=0.25, d=0.8,
e=10"5. the selection of 8 depends on different texture features and
ynantized angles of the features. For iustance, the noise of each an-
gle for the energy feature in the test is similar, so the value of # is
selected as 0.23 in every angle of the feature. On the other hand, the
noise of each angle for the contrast feature is slightly different. the #
is set to 0.1, 0.12, 0.2, and 0.1 for the feature along to angle 0°, 45°,
90°, and 135°, respectively. The Fig 2. (a) is the original texture
image. The Fig. 2. (c) is the segmenting result of the improved
ARTZ only with noise reduction. It is seen from the Fig. 2. {¢) to
greatly improve the segmentation of the texture image. The Fig. 2.
(d) shows that the segmentation operation is further good after not
only the noise reduction but also the feature enliencement are done.

5. Conclusion

The SGLDM provides the most powerful statistical representation
for segmentation and identification of texture images. Its pioblen,
consuming time has been improved greatly by a fast algorithun.

An improved Adaptive Resonance Theory (ART2) for analog in-
put patterns is adapted to classify the image based on a set of texture
image features extracted by a fast SGLDM. The non-linear thresh-
olding functions in the ART2 £y layer have heen composed of two
parts: 1o reduce the effection of image noises on the features, a set
of sigmoid functions is chosen depending on the types of the feature;
to enhence the contrast of the features, we adopt fuzzy multi-region
mapping functions The cluster number in output layer can be in-
creased by an autogrowing mechanism constantly when a new pat-
tern happens. The system written by C' language is performed on
a SUN-4/330 sparc-station with an tmage board I'T-150 and a CCD
camera.
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MICROWAVE VISION FOR ROBOTS
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ARTIFICIAL NEURAL NETWORK -
MICROWAVE VISION

Microwave Vision (MV), a concept originally
developed in 1985 1) could play a significant role
in the solution to robotic vision problems.
Originally our Microwave Vision concept was
based on a pattern matching approach employing
computer based stored replica correlation
processing. Artificial Neural Network (ANN)
processor technology offers an attractive
alternative to the correlation processing
approach, namely the ability to learn and to adapt
to changing environments. This paper describes
the Microwave Vision concept, some initial
ANN-MV experiments, and the design of an
ANN-MV system that has led to a second patent
disclosure in the robotic vision fieldl2].

MICROWAVE VISION CONCEPT
Microwave Vision is similar to a bistatic

radar system: Electromagnetic waves are
radiated into the observation space, the reflected

o
¥

“‘:‘f‘.
SIS
Sy «‘.”" ‘\‘“'\
ZETSAAR
SRS IR
Va S IS AN
SIS T AR
P AT RN
A Lggi o
AP AN
AP
Parg St

X
'\
\l]

signals are received and processed to yield rangé
and bearing to the object. Typically radars
radiate pulsed RF signals. MV is instead based
on the measurement and processing of a
distinctive set of spectral lines. Similar to some
high resolution radars, MV identifies the object by
the spectral character of the reflected returns.
MV differs from bistatic radar systems in two
important aspects: 1) MV signals span much
larger radio frequency bandwidths and 2) MV
systems operate in the "near field" of the object.
Precise position information and accurate object
identification is achievable when operating at
short ranges over very wide frequency ranges.

The spectra returned from different objects
become more distinct by using an illumination
spectrum that spans the natural electromagnetic
resonance of these objects. For example,
identification of a 10 cm tall object is based on
signals containing frequencies in the
neighborhood of 3 GHz. Figures 1, 2 and 3
demonstrate a simple version of the MV concept.
One dipole transmits and the second receives a

9-93-004

Figure 1. Six cm Tall Equiangular Wedge and Dipole Array Geometry

Copyright © 1994 by the American Institute of Aeronautics and Astronautics, Inc. All rights reserved.
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Figure 2. Six cm Cube and Dipole Array Geometry
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Figure 3(b). Receive Current Level (Real
Part) Cube (solid line), Wedge (dashed line)

set of 10 spectral frequencies, evenly
distributed between 2 GHz and 6 GHz. The
reflected signals, as measured by the current
on the second dipole, are strongly dependent
on the particular object illuminated as shown
by comparing the spectrums shown in
Figure 3. Here, real and imaginary spectral
components of the RF signal, reflected from
the 6 cm tall equiangular wedge, and those
reflected from the 6 cm cube are displayed.
The two objects are clearly distinguishable
through the contrast of their respective
spectral returns.

The original MV concept was based on
the correlation of measured spectral patterns
with patterns "measured" from previous
calibrations. During these early experiments
the Correlation Coefficient R was recorded as
a function of the water depth in a coffee cup.
When the cup was full, the correlation to a
previously recorded full cup spectral pattern
was equal to unity. As the water depth was
reduced, the spectrum responses changed,
reducing the correlation value from unity to a
minimum of 0.25 when the cup was
completely empty. This simple experiment



clearly demonstrated that the MV correlation
process can yield information that is difficult to
acquire with purely optical systems. The original
correlation process was effective, but the
trainable ANN processing technique has many
additional advantages.

Artificial neural networks are ideal for use in
an MV system, because unlike a computer or
signal processor they are not programmed in the
classical sense, but are instead trained using in
this case, the MV spectrum measurements as the
training stimulii.

ANN-MV PROOF OF CONCEPT SYSTEM

Our experimental ANN-MV system, shown
in Figure 4, was trained to guide a simple robotic
hand to a position that encloses the object. This
system, used transmit and receive antennas
mounted on the robotic hand to excite and
receive reflected signals from simple objects. A
center Vivaldi antenna sequentially transmitted a
set of discrete signals that were received by the
two outer antennas that form a pair of fingers on
the robotic hand. Two sets of measurements are
needed to resolve the signals reflected from the
illuminated object. Each measurement set is

MC170 ETAHN CHIPS

N

recorded when the HP measurement channel is
sequentially connected to one of the outer
antennas. Object location measurements contain
the sum of two sets of spectrums, the spectrum of
the signal directly transmitted from antenna to
antenna plus the desired signal spectrum that
represents the signal radiated to the object of
interest and reflected into an outer antenna. The
reflected signal spectrum of interest is obtained
by subtracting an initially measured baseline
spectrum, a spectrum which was recorded when
the object was absent. The resultant reflected
signal is then inserted into the first layer of the
ANN system.

Artificial neural network processing, as used
in ANN-MV, is based on training the connecting
weights between an input layer, a hidden layer
and the output layer of an i80170 Intel Processor.
Other ANN processing algorithms or processing
techniques could have been investigated, but the
availability of the Intel Chip and the relative ease
of back propagation training 3l jed to early
experiments using the unit.

Many ANN based system applications are
plagued with preprocessing problems associated
with the generation of input vectors significant to

Vivaldi Antenna Array
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Figure 4. Schematic of Experimental ANN-MV System
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the resolution problem. Microwave Vision affords
a natural set of input vectors, i.e., those real and
imaginary parts of the spectral lines reflected from
the object and recorded at the receive antennas,
as shown in Figure 3. As mentioned previously,
the spectral lines should encompass the natural
electromagnetic resonant frequency of the
unknown objects.

The signals are weighted and summed at
both the middle ANN layer and the output ANN
layer. Rudimentary training process would be the
task of forcing the output of an artificial output
neuron (K) to be high when the input vectors
correspond to reflections from object (K) but low
for reflections from all other objects. This
particular problem is a relatively easy ANN-MV
task for many categories of objects. The robotic
vision problem is significantly more complex since
the robot needs to also measure the location and
orientation of the object.

Our original ANN-MV task was to locate and
move the hand to a soft drink can that was
randomly located within a 50 cm radius/90°
quadrant field of view. Most of the experiments
were conducted by connecting the input layer
containing 32 artificial neurons to middle layer
consisting of 32 neurons and an output layer
consisting of two neurons. The back propagation
training algorithm was tasked to generate two
outputs having patterns given by:

Y, (1) = Range * Cos(6)
You

(2) = Range *x Sin(0) £Q-

Guidance to the hand was then given by a
pair of simple calculations based on these two
outputs. A complete set of input training vectors
was obtained by sequentially positioning the can
to 77 locations, every 15 degrees from -45 to +45
and 10 cm to 30 cm in 2 cm increments. At each
location an () and a (Q) value was recorded for
each of 16 frequencies between 2 GHz and
4 GHz. Exceedingly long, several hours, on chip

training times were observed. Large robotic hand
guidance errors were also measured unless the
can was located very close to a training location.
Subsequent tests showed that the input vectors
changed markedly for small changes in can
locations. These changes can be attributed to
the phase rate of change with respect to
centimeter changes in distance. At 3 GHz, a
2.5 cm range increase creates a two-way path
change of 5 cm equivalent to 180 electrical
degrees. This change dictates a training set
based on differential ranges of approximate
0.5¢cm.

Experiments with the initial ANN-MV
processing technique demonstrated significant
deficiencies in object location accuracies. These
deficiencies were primarily caused by large input
vector phase changes associated with distance
changes normal to equal range contours, relative
to the transmitter and receiver phase centers.
This led to a system design that exploits "this"
effect by sequentially preprocessing the input
data as it is inserted into the ANN input layer.
Initial investigations show that this preprocessing
concept reduces the training time and sharply
reduces residual training errors.

Object location algorithms are based on the
intersection of equal time delay, elliptical
contours. The transmit and right finger receive
antenna are located at the foci of one set of
elliptical contours, the transmit and left finger
receive antenna are at the foci of the second set
of elliptical contours. Figure 5 shows a pair of
contours for two time delay paths from the center
Vivaldi antenna to the Vivaldi antenna located on
the right side of the hand. Each contour
represents a particular time delay and therefore
all object training positions along this contour can
be operated on by the same set of phase
unwrapping vectors. This phase unwrapping
concept is the frequency equivalent of time
domain range gating which is so effective in
conventional radar systems.
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Figure 5. ANN-MV Elliptical Contours

Robotic control is based on two ANN Intel
processors. The first processor receives inputs
based on measurements between center antenna
and the right finger antenna. Inputs to the second
processor are based on center antenna to left
finger antenna measurements. Each ANN
processor performs identical operations which is
to calculate and identify the contour having the
highest probability of containing the object.

A set of 32 complex spectral responses are
calculated by measuring the signal transmitted
from the center antenna reflected from an
unknown object and received by the antenna
mounted on the right finger. As with the initial
system, these spectral values are obtained by
subtracting an object absent baseline spectrum
from the total measured spectrum. The reflected
spectral components are sequentially phase
unwrapped and sequentially input to the first ANN
layer. A unique set of phase unwrapping vectors
are calculated for each contour within the object
field. The exact number of independent contours
is based on size of the field and the illumination
frequencies.

Each object is represented by a set of
output neurons which have previously been
trained to identify the object and the location
contour. Output neurons are observed as the first
set of input vectors are sequentially unwrapped
and input to the first ANN processor. The correct
output neuron should go high when the input

vectors are incremented to the delay associated
with the contour containing the object.

The second ANN processor is served with
its set measurement vectors and the outputs
observed as the measurement vectors are
unwrapped and input. Again, an output neuron
should go high at the delay corresponding to the
contour that intersects the object. The
intersection of the two elliptical contours having
high output states identifies the location of the
object. One contour is calculated by the first ANN
processor, the second contour is calculated by
the second ANN processor.

Back-propagation training is an iterative
gradient algorithm designed to minimize the mean
square error between the actual output of a
multilayer feed-forward perceptron and the
desired output. This technique requires a
differentiable function that is non-linear, which for
the Intel iB0O170 chip is the conventional sigmoid
function. The training of either of the processors,
for a field containing a single object will be
described. This training starts by initializing the
ANN processor weights to small random values.
The next step is to calculate the output of this
processor using the spectrum values measured at
the start of a contour and unwrapped for it’s
delay. The weights are adjusted to minimize the
error, (output — desired output)2 by a recursive
algorithm that adjusts the weights by starting at
the output nodes and working back through the
hidden layer. This process is iterated through
many cycles as spectrums recorded along all
elliptical contours are sequentially input. The
process is stopped when the residual is within
predetermined acceptable limits. Figure 6 is a
simplified sketch of the desired output function.
The output neuron designed to identify the
contour C(L) should be high for any of the
unwrapped input spectrums recorded when the
object was located on or near this particular
contour. Connections shown in Figure 6 are
limited to those connected to the first perceptron
of the hidden layer.
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Figure 6. ANN Training Pattern

A modification to a probability based DF
emitter location algorithm, is used to estimate the
location of and object. Histories of all previous
estimations provide increasingly accurate joint
probability location estimations as additional
measurements are performed.

A high neuron output representing a
particular elliptical contour indicates that there is a
high degree of probability that the object is on or
near this contour. This probability is represented
by a surface density that has unity height along
the contour and has the conventional gaussian
shaped pattern in directions normal to this
surface.

Conventional radar range equations predict
measurement accuracies that are inversely
proportional to range to the fourth power. This
range effect is included in our object location
estimations by using standard deviations given
by:

range
min range

]4

o(r) = 0minrange[

EQ-4

This increase in sigma at longer ranges
produces a probability surface that has a rapidly

rising ridge in the direction normal to the contour
containing the object when these contours are
approached from the side nearest the robotic
hand.

Conceptual probability surface densities
generated for a cube located in front of robotic
hand mounted array is shown below in Figures
7(a), 7(b) and 7(c). Figure 7(a) shows an
unnormalized theoretical probability density
surface based on the elliptical contours
associated with the center-right antenna pair.
This depiction demonstrates the start of the
process used to locate an object, such as the
cube shown in Figure 7(a). Figure 7(b) shows the
surface associated with the center-left antenna
pair. Figure 7(c) is joint probability density
surface generated by the product of the surfaces
shown in (a) and (b).

A short series of tests were conducted to
verify the ANN-MV concept. The proof of concept
was based on the second training and processing
method. These tests used the experimental
system shown in the schematic, Figure 4, to
record process and move a robotic hand toward a
simple object. The final goal of these
experiments was to accurately move the robotic
hand into a position that would permit the
grasping of a small object. The robotic fingers on
the simple hand was not moveable so this next
step in the general solution to robotic problems
could not be demonstrated.

Several key indicators, each pointing to
successful experiments, were observed as the
experimental process proceeded. The first of
these was the ease of intel 80170 ETANN chip
training. The i80170 chip can be trained in two
distinct ways. The slow direct way is to train with
the chip-in-the-loop. We used a second faster
way that records a typical on chip sigmoid
function, then places this function into an external
program that emulates the chip and trains with a
procedure identified as off-line learning.



Probability density surface Right elliptical equal time delay contour

Figure 7(a). Surface and Contour Based on Center to Right Antenna Measurements

Probability density surface Left elliptical equal time delay contour

Figure 7(b). Surface and Contour Based on Center to Left Antenna Measurements

Joint probability density surface Left/Right elliptical equal time delay contours

Figure 7(c). Surface and Contours Based on Previous Two Sets of Measurements

187



188

An alternate is to learn off-line, then
download these neuron weights, and then follow
with the more accurate chip-in-the-loop learning.
The off-line learning process produced accurate
guidance commands when used in conjunction
with our second unwrapped vector input
technique. Chip-in-the-loop training was not
required. A strong indicator of robust robotic
operation was the ability of the hand to follow a
can that was moved between processing steps.

A HP 8510 network analyzer was used to
measure the reflected signals at sixteen uniformly
spaced frequencies between 2 GHz and 6 GHz.
Probability density surfaces were computed by
the Vectra PC using outputs generated by the two
ANN chips. The maximum of the product of these
surfaces identifies the location of the object,
which for this set of experiments was the
coordinates of an aluminum soda can. Figure 8
shows the product probability estimate based on
calculations generated as the robotic hand
progressed from its (0., 0.) starting location. The
final pair of contours were based on artificial
neural network output processed microwave
spectrums recorded at a hand location of 7.3 cm,
18.1 cm). The sharp peak at (8 cm, 28 cm) is
within approximately 2 cm of the correct location.
When the robotic hand moves to this location, it is
in very close to the desired location. Subsequent
moves of an articulated hand could accurately
close on this cylindrical object.

CONCLUSIONS

The techniques describe herein provide the
first stage in the solution to many robotic vision

problems. The next stage, that of providing
objects coordinates and subsequent movements
for grasping, a difficult problem for optical vision
systems, should be a fairly simple problem for
Microwave Vision-Artificial Neural Network
processing. Here, the robots fingers are in the
electrical near field of the object where
increasingly accurate microwave measurements
can be performed. The Range4 problem no
longer applies. At this point the elliptical contour
technique will be discarded and it is anticipated
that full cross spectrum ANN training commands
will be applied. In the simplest sense, as the
antennas on the robotic fingers approach the
object, their radiation will be blocked, generating
a clear signal that the fingers are ready to touch
the object. Obviously the MV-ANN system will
not look for this condition, instead the ANN
processor will have been trained to output a
signal that indicates that the hand has "CLOSED
ON THE OBJECT".
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Abstract

This paper describes a general purpose imaging
technology developed by the U.S. Bureau of Mines
(USBM) that, when fully implemented, will solve the
general problem of "seeing into the earth.” A first-
generation radar coal thickness sensor, the RCTS-1,
has been developed and field-tested in both
underground and highwall mines. The noncontacting
electromagnetic technique uses spatial modulation
created by moving a simple sensor antenna in a
direction along each axes to be measured while the
complex reflection coefficient is measured at muitiple
frequencies over a two-to-one bandwidth. The antenna
motion imparts spatial modulation to the data that
enables signal processing to solve the problems of
media, target and antenna dispersion. Knowledge of
the dielectric constant of the media is not necessary
because the electrical properties of the media are
determined automatically along with the distance to the
target and thickness of each layer of the target. The
sensor was developed as a navigation guidance sensor
to accurately detect the coal/noncoal interface
required for the USBM computer-assisted mining
machine program. Other mining applications include
the location of rock fractures, water-filled voids, and
abandoned gas wells. These hazards can be detected
in advance of the mining operation. This initiating
technology is being expanded into a full three-
dimensional (3-D) imaging system that will have
applications in both the underground and surface
environment.

Introduction

Early research investigated various high-frequency
radar sensor systems using pulse, impulse, FM-CW, or
synthetic pulse. Electromagnetic waves penetrate
coal, rock, and earth, but when the energy penetrates
the media, the returning information content appears
to be scrambled and out-of-focus. The problem is
dispersion: Media dispersion, coupled with antenna
and target dispersion, cause problems too complex to
analyze in the time domain. These problems are much
easier to resolve in the frequency domain. Both the
time domain and frequency domain are transforms of
only one variable, so either approach is legitimate.
However, it is very difficult to work problems in both
domains at the same time. The theory supporting the

This paper is declared a work of the U.S. Government and
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present research is in the frequency domain, but the
resulting architecture for signal processing uses both.
The concept being used is the spatial-domain
technique (i.e., moving the antenna to create a
modulation on the radar output). This concept has
been applied to advantage to reject unwanted
reflections and help cancel out media dispersion and
antenna dispersion.

The problems of designing an underground
imaging sensor were solved by utilizing a sensor
model created from one-dimensional, spherical wave,
scattering matrix theory. By separating surface
reflections from single-layered media refiections,
laboratory and field testing confirmed the validity of the
one-dimensional imaging model. The model, based on
fundamentals, allows the use of a wide range of design
architectures.

Rather than devoting project time to hardware
development, emphasis was placed on the data
processing scheme required to derive coal thickness
and dielectric constant from network analyzer
measurements of the reflection coefficient of the target
media. The sensor data were taken at a wide range of
frequencies and antenna positions (e.g.,
401 frequencies between 600 and 1,600 MHz and
32 equally-spaced positions over a distance of 16 in).
This was accomplished with a vector network analyzer
connected to an antenna that was moved in space by
a linear positioner. Data processing provided a direct
measurement of the thickness of underground media
and also the electrical characteristics of the media.
Prior knowledge of the characteristics of the media is
not necessary.

Measurements made of coal, rock, concrete,
granite, and salt have shown that the technique can
measure thickness from 0 to over 5 ft in single and
muitilayer media. The accuracy of the technique is not
affected when the material is rough or wet. These
results and parallel applications such as the
measurement of the depth of hidden tunnels, the
thickness of multilayer highway pavement, and the
location of buried nuclear waste, unexploded
ordnance, and cultural artifacts, have provided the
technical incentive to further develop this unique
technology to take advantage of its broad potential,



including full 3-D imaging of the underground
environment.
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Experimental Measurement Technigque

The original development of the radar coal
thickness sensor measurement technique started with
Kemns plane wave theory [1] and solved for each of the
scattering coefficients in the matrix with a standard
antenna calibration technique. However, when the
antenna was within two wavelengths of the material
being measured, diffraction became too strong an
effect for a plane wave model. A solution was sought
in simple plane wave theory but the cost was the
necessity of an explicit solution for the coefficients of
the model. Several approximation techniques for linear
calibration were tried and it was found that a solution
was possible. The coefficients did not vary when the
antenna was closer than two wavelengths to a metal
calibration plate. This was called the linear reduction
method [2] and it worked quite well except for some
second-order problems. It was assumed that these
problems were nonlinear multipath effects that were
not accounted for in the calibration procedure. The
math model was then expanded to include the higher
order effects and named the "quick reduction method.”
Many of the higher order coefficients were lumped
together to accommodate a metal plate calibration
technique preformed with a 4-ft-square metal plate
placed between the sample and the antenna. This
in-situ calibration technique corrected for signals
returned from reflectors beyond the edges of the
calibration plate. In an underground mine these
reflections would be from material similar to the target
coal but outside the measurement area. Presently a
self-calibrating technique is being evaluated that will
improve upon the metal plate calibration technique.

The thickness measurement process begins with
a measurement of the input reflection coefficient of an
antenna in close proximity to the coal surface. This
measurement [s taken at a wide range of frequencies
and positions (e.g., 401 frequencies between 600 and
1,400 MHz, and 32 positions between 4 and 20 in from
the coal. This is accomplished using a vector network
analyzer connected to an antenna moved in space by
a linear positioner. The measurement plane is then
electrically moved from the instrument measurement

plane to the plane of the antenna. Figure 1 shows the
instrumentation setup.

Cool
Antenna 488 BUSS
positioner
Network Controtter Graphics
onalyzer output
Fig. 1. Instrumentation
Data

The data from this measurement are a function of
both frequency and position. The data contain both
amplitude and phase information. Transforming the
data to the time domain at this point in the process
and inspecting the time domain history for this one
antenna position shows the absence of any sharp
peaks around the antenna, indicating that the
information for the coal surface is corrupted by other
effects such as the antenna dispersion, diffraction, and
multipath. These effects must be characterized and
accounted for by considering the frequency domain
history at each antenna position.

Antenna Transfer Functions

To characterize the antenna, a separate test is run
with a metal surface substituted for the coal surface;
the same frequencies and positions are used. This
provides data from a known reflection surface to obtain
the antenna transfer functions. These functions are
used in removing antenna dispersion from the data
taken at the corresponding antenna position.

Removing Antenna Dispersion

When the antenna transfer functions are accounted
for in the data, the resuit is the product of the
antenna-to-surface-to-antennadistance, representedby
the spatial delay and the coal surface reflection
coefficient. it is the reflection coefficient that contains
the Information for the coal thickness. Other
reflections (i.e., multipath) are also present in the
resulting transfer function.

Shifting imaqge Plane to Coal and Removing Diffraction

Dividing the reflection coefficient expression by the
spatial delay shifts the image plane from the antenna
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to the surface of the coal and removes diffraction.
With the antenna-to-surface-to-antenna distance a
known quantity, the true reflection coefficient in the
frequency domain can be determined.

integrating Space

By performing a spatial integration, the multipath
can now be decorrelated. Since spatial integration is
coherent with the coal but not coherent with any other
spatial distances, the muiltipath will become zero sum
or at least smail compared with the surface reflection.

Transforming to the Time Domain and Range Gating

Transforming the data to the time domain and
range gating, removes unwanted reflections from the
data by gating out all the information on either side of
the desired peak. However, the data as presented in
the results section of this paper have shown that range
gating is unnecessary as the signal return from the
dielectric interfaces between the coal and rock are
sufficiently distinct to make the interface easily
discernible. If range gating were used, transforming
the reflection coefficient back to the frequency domain
would yield the composite reflection coefficient for just
the reflections within the range gate.

Validation of the Model

An earlier method [2] for determining the thickness
transformed the time domain reflection coefficient back
to the frequency domain so that the measured
reflection coefficient could be correlated with
theoretical reflection coefficients for various
thicknesses and dielectric constants. The theoretical
reflection coefficient that correlated best, provided a
statistical determination of the thickness and dielectric
constant of the coal being measured. For example,
the theoretical reflection coefficient that correlated best
with the measured reflection coefficient was for a coal
thickness of 5.3 in (for a relative dielectric 4 and loss
tan of .03). The actual thickness of the rough wet coal
measured in this underground test was a nominal 6 in.
This result provided the encouragement to refine the
model and proceed with the development of a method
to directly measure the coal thickness from data
acquired by the network analyzer frequency domain
measurements.

Field Test Results

The purpose of this research was to develop a
coal and rock thickness sensor of sufficient accuracy
to provide vertical and horizontal guidance of both
room-and-pillar and highwall mining machines. In
order to validate the theory developed for thickness
measurement, extensive underground and surface

mine testing was performed. Over a period of 2 years,
tests were conducted in mines with a variety of
geological and environmental conditions. Test areas
of both freshly mined and aged coal from 3 to 60 in
thick were measured. The areas measured ranged
from very dry to extremely wet with water dripping
from the roof test area. The wet coal did not affect the
thickness measurement. Coal seams with clay and
metal vein intrusions of iron pyrite could be imaged
and the distance from the coal surface to the intrusion
was accurately measured. Surface roughness and
cleating was not a problem. The average thickness of
rough cleated surfaces was measured accurately.
Accurate measurements were obtained even when
water filled the cracks between the cleats.

Roof Tests

Roof thickness tests were made in production
mines and in the Safety Research Coal Mine at the
USBM Pittsburgh Research Center. Figure2 is a
representative measurement of roof coal thickness.
On the vertical axis, the plot shows the ampliitude of
the reflected signal in decibels; time in nanoseconds is
shown on the horizontal axis. The large peak on the
vertical axes represents the reflection from the first
interface, the air/coal interface. Signals plotted to the
left of the large peak represent discontinuities internal
to the measurement equipment and between the
antenna and the coal surface. These reflections are
reduced to at least 30 dB below the air/coal reflection
by the calibration and spatial integration scheme. To
the right of the air/coal reflection are reflections from
discontinuities internal to the coal and shale being
measured. The printout on the left is the thickness of
coal between the air/coal interface and the coal/shale
interface. Measurements have identified both the
thickness of the coal and the thickness of the next
layer, usually shale, above the coal roof. At the L-band
frequencies presently used, the depth of penetration is
usually about 10 ft. Future roof thickness
measurement research will attempt to provide a direct
readout of the thickness of each layer of geological
material within the penetration range of the signal. At
the present time, the power level of the transmitted
signal is 0 dBm (1 mW). This signal level, or less, is
adequate to produce a good signal-to-noise ratio for
the return signal measurement. The hardware will
permit an increase in transmitted power of 20 dB to
determine if greater penetration is best achieved
through increased signal power or through the use of
a lower transmitter frequency. Both the hardware and
software will operate from 300 kHz to 3,000 MHz.

Rib Tests

Figure 3 is a plot of actual data taken at an
operating highwall mine in West Virginia.
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Fig. 2. Roof Coal Thickness

Measurements were made in freshly mined entries
immediately following the mining machine. The
determination of rib thickness can usually be
interpreted both visually from the FFT data in the figure
and from the numerical readout from the automatic
thickness measurement software. A large dielectric
contrast is seen at the first air/coal interface and a
somewhat smaller but still pronounced reflection can
be seen as the signal exits from the coal rib at the
coal/air interface in the adjacent drift. The vertical bar
to the right of the main peak at the first interface as the
signal enters the rib indicates that the rib thickness is
35 in. The dielectric constant and loss in decibels per
meter is also indicated above the rib thickness
measurement printout at the left of the plot. Rib
measurements were also made in underground mines
over the range of 18 to 50 in. The thickness in these
test ribs could be determined to within 1 or 2 in.
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Fig. 3. Rib Thickness

Figure 4 is a plot of actual data taken at an
operating highwall mine in Kentucky. In this case the
software presented an amplitude vs range plot, an

improvement over the amplitude vs time plot of
figure 3. The data shown are for a rib thickness of
57.2 in with a dielectric constant of 3.97. The
measured loss was 2.92 dB per wavelength. Also
measured but not shown was the distance from the
antenna measurement plane to the coal surface. This
distance data could be used for control of the position
of the mining machine.
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Fig. 4. Rib Thickness, Amplitude vs. Range

Thickness Measurement of Other Materials

The thickness of other materials has been
measured with equal success. Granite, sandstone, and
concrete ranging in thickness from 2 ft to over 4 ft
have been measured to within 2% of their actual
thickness. The thickness of each layer of multilayer
pavement can be determined as can the location and
orientation of steel reinforcing bars.

Conclusions and Recommendations

Field testing of the electromagnetic coal thickness
sensor has produced results of sufficient accuracy
(1 in for coal from 3 to 60 in thick) to justify continuing
with the engineering work necessary to develop a
practical sensor that can be mounted on a mining
machine for the determination of roof, floor, and rib
thickness. In addition, this research will be extended
to the development of a full 3-D imaging system
capable of "seeing into® the earth. Algorithms are
presently being evaluated to simuitaneously measure
the azimuth, elevation, and range of targets in
multilayered media such as coal and rock as well as
for the location of buried ordnance and nuclear waste.
Future plans are to minimize the size of the data set to
reduce the software processing time now about 1 sec,
and facilitate the construction of a compact sensor
suitable for machine mounting or use as a general
geological survey tool.

It was found that vertical E-field polarization
penetrates thicker coal ribs than horizontal E-fields.
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This is thought to be due to the thin horizontal ash
layers having a higher loss than the coal.

The real part of the dielectric in coal varies very
little from a value of 4 but the loss tangent varies a
great deal. Wet, rough, or heavily cleated coal had
little effect on the dielectric measurement.

The ash content may be related to the loss tangent
of the dielectric measurement. This would be a helpful
means to identify higher quality coal.
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Abstract

This paper presents the approach, algorithms and pro-
cesses we developed for the perceplion system of a
cross-couniry autonomous robol. After a presentalion
of the tele-programming contert we favor for interven-
tion robots, we iniroduce an adaptive navigalion ap-
proach, well suited for the characieristics of complez
natural environments. This approach lead us to de-
velop an helerogeneous perceplion system that man-
ages several different terrain representations. The per-
ception functionalities required during navigalion are
listed, along with the corresponding represeniations we
consider. The main perception processes we developed
are presenled. They are integraied within an on-board
control architecture we developed. First results of an
ambilious experiment currently lead at LAAS are then
presenled.

1 Context - Introduction

A large amount of results exists today on mobile robot
navigation, most of them related to indoor environ-
ments. As for outdoor navigation, most of the works
concern environments wherein obstacles are rather
structured, and the terrain mostly flat (e.g. road
following [1]). More recently, studies considering au-
tonomous mobility in natural unsiructured outdoor en-
vironments comes out [2] : several applications are
considered, such as public safety [3] (fire fighting,
chemical disaster...), sub-sea intervention or explo-
ration, and planetary exploration [4, 5].

Several aspects make these kinds of interventions a
demanding and difficult problem for robotics :

o The robot has to operate in a natural, unstructured,
maybe hostile and a priori unknown environment ;

e There might be interaction discontinuities with the
robot because of communication breakdowns, impor-
tant delays or low bandwidth ;

© 1993 American Institute of Aeronautics and
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e The information on the robot and the environment
is mostly acquired through the robot’s own sensors.
These constraints rule out direct teleoperation as well
as telerobotics approaches, and point towards robots
with important autonomous capacities : the envi-
ronment being poorly known and the communication
possibilities very poor, the mission can only be pre-
defined at a task-level in general, not in its every de-
tails. The robot must then build and maintain its own
representations of the environment, upon which it au-
tonomously reasons and plans the actions to perform
in order to fulfill the mission.

As opposed to behavior-based control schemes [6], we
favor the development of a global architecture with two
main parts to tackle this challenge {7, 2] : an operating
station for mission programming and supervision, and
a remote robot system! able to interpret the mission
and erecule it autonomously.

Figure 1: The mobile robot ADAM in its environment

The operating station includes the necessary functions
that allow a human to (1) build an ezecutable robotic

Ynot necessarily a single one.
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misston that can be interpreted and executed by the
robot, (as opposed to a higher level description of ob-
jectives) ; and to (ii) supervise its execution, tak-
ing into account the delays and communication con-
straints. Its presence essentially ensues from the fol-
lowing considerations :

¢ The mission is not defined once and for all : accord-
ing to returned data, one should be able to change
the objectives of the mission (when unexpected events
occur for instance) or to decide the execution of a par-
ticular action (such as “pick this sample” in the case
of a scientific exploration).

¢ The robot could fall into difficult situations wherein
its own capacities are insufficient, a human interven-
tion would then be necessary for troubleshooting.

As for the robot, its autonomy essentially relies on its
ability to build faithful representations of its environ-
ment, which is obviously necessary for him to interpret
the mission and decompose it into executable tasks,
considering its actual context.

We focus in this paper on the development and organi-
zation of the perception functionalities an autonomous
cross-country robot must be embedded with. The
following section introduces the general adaptive ap-
proach we chose to tackle with outdoor environment
navigation, that emphasizes the need to develop sev-
eral perception processes. Section 3 presents the dif-
ferent perception functionalities required during navi-
gations, and the corresponding terrain representations
maintained by the robot. The processes we devel-
oped to build these representations are presented in
section 4, and the way they are controlled and inte-
grated within the context of our robot architecture is
presented in section 5. We finally describe the first
results of the EDEN experiment, currently developed
at LAAS with the mobile robot ADAM? (figure 1).

2 A Multi-Purpose Perception
System for Adaptive Navigation

The complexity of outdoor natural environments
comes essentially from their diversity and lack of struc-
ture : some areas can be totally flat (maybe cluttered
with easily detectable obstacles - big rocks lying on a
prairie for instance), whereas others area can be much
more cluttered, such as a landscape of smooth hills
(sand dunes) or an uneven rocky area. This variety in-
duces several different behaviors, and constrains both
the perception and motion planning processes.

According to a general economy of means principle
(on-board processing capacities, memory and time are
always limited), we favor an adaptive approach (8, 9] :

2ADAM : Advanced Demonstrator for Autonomy and Mo-
bility, is property of Framatome and Matra Marconi Space, cur-
rently lent to LAAS.

we aim at adapting the robot behavior of the robot to
the nature of the terrain, and hence three navigation
modes are considered :

e And a reflex navigation mode : on large flat and
lightly cluttered zones, the robot locomotion com-
mands are determined on the basis of (i} a goal and
(ii) the information provided by “obstacle detector”
SENSorS.

e A 2D planned navigation mode : it relies on
the execution of a planned 2D trajectory, using a
binary description of the environment in terms of
Crossable/Non-Crossable areas.

e A 3D planned navigation mode : this mode re-
quires a precise model of the terrain, on which a fine
3D trajectory is planned and executed.

Each of these navigation mode is suitable for a par-
ticular terrain cenfiguration, and requires a specific
representation. Besides this trajectory planning func-
tionalities, there are some other important processes
that also require a representation of the terrain : exte-
roceptive localization, often required to refine or cor-
rect the estimation of the robot position provided by
its internal sensors ; and navigation planning, which
is in charge of intermediate goal and navigation mode
selection.

Several authors emphasized on the development of per-
ception and motion planning processes able to deal
with any terrain configuration {10, 11], trying to re-
cover as much information as possible from the ac-
quired 3D data. Besides the processing complexity,
such an approach has a main drawback : it does not
takes advantage of the variety of the environment. Al-
though sometimes needed, the recovery of a complete
and accurate 3D geometrical model may be often not
necessary : more simple and approximative represen-
tations will be sufficient in many situations, when the
terrain is mostly flat for instance.

We believe that aiming at building such a “univer-
sal” terrain model is extremely difficult and not effi-
cient, and we therefore chose to endow the robot with
a multi-level terrain modeling capacity : a particu-
lar representation is built or updated only when re-
quired by a given task. This involves the development
of various perception processes, each of them being
dedicated to the extraction of specific representations
(multi-purpose perception).

At each step of the incremental execution of its mis-
sion, the navigation planner autonomously chooses an
intermediate goal, along with the navigation mode to
apply to reach it. This induces the choice of the repre-
sentations it must update, which comes to answering
these questions : which sensor to use 7 With what
operating modalities 7 How should the data be pro-
cessed 7 Perception planning becomes in our case a



key component to enhance the robot autonomy and
efficiency.

To achieve this, we propose to build and update sys-
tematically a global qualitative description of the envi-
ronment on which all “strategic” decisions are taken.
This representation is built thanks to a fast analysis
of the raw 3D data acquired (either by a Laser Range
Finder - LRF - or by a stereovision correlation algo-
rithm), that provides a terrain description in term of
navigation classes, and some other gualitative informa-
tions, such as the possible presence of a landmark, the
mean altitude and slope of some areas... FEach time
this representation is updated, it is structured in or-
der to produce a semantically significant model, from
which navigation and perception plans are deduced.

3 Terrain Representations

After a brief presentation of the perception function-

alities and the constraints brought by outdoor envi-

ronments, we introduce in this section a mulii-level

environment model, that defines the relations between

the various representations.

3.1 Outdoor Representations :
istics and constraints

character-

The difficulty of representing outdoor environments
comes essentially from the fact that they are not in-
trinsically structured, as compared to indoor environ-
ments where simple geometric primitives match the re-
ality. As a consequence, any representation based on
geometric primitives (linear or second degree surfaces,
super-quadrics...) is difficult to build and to maintain,
and introduces an approximation of the reality via ar-
tificial structures. We therefore favored the develop-
ment of simpler representations (polygonal maps, ele-
vation maps...), easier to build and manage. Semantic
informations are not explicitly contained in such rep-
resentations, but can anyhow easily be extracted.
The other characteristics of the representations are re-
lated to the robot sensors and mission :

¢ The sensors are always imperfect : their data are in-
complete (lack of information concerning existing fea-
tures) and not precise. They generate artifacts (in-
formation on non-existing features) and errors (wrong
information concerning existing features). The same
area when perceived again can therefore be differently
represented. llence environment representations must
tolerate important variations [12].

¢ The environment is initially unknown (or very poorly
known) and is incrementally discovered : the robot
must be able to manage local momentary representa-
tions, and merge them in global descriptions of the
world. We are convinced that global representations
are required [13], especially to recover from deadlocks

that often appears when dealing only with local rep-
resentations.

Finally, one must not forget that the system memory is
limited, and so the representations must be as compact
as possible.

3.2 Perception Functionalities and Corre-
sponding Representations

3.2.1 Trajectory Planning

From the poorest to the richest, here are the repre-
sentations required by the three navigation modes we
retained :

¢ Reflex Navigation : The robot locomotion com-
mands are determined on the basis of (i) a target value
(heading or position) and (7i) the information provided
by “obstacle detector” sensors. An obstacle avoid-
ance procedure enables the robot to move safely, and
the area to cross is essentially obstacle-free, so that
there are poor chances that the robot fall into dead-
locks. Strictly speaking, this mode does not requires
any modeling of the terrain, but a description (a sim-
ple 2D polygon in our case) of a zone where it can be
applied.

¢ 2D planned navigation : This mode is applied on
lightly cluttered environments, that can be represented
by a binary description in term of Crossable / Non-
Crossable areas. The crossable zones are the places
where the robot attitude is not constrained, te. where
the terrain is mostly flat, or has an admissible slope for
the robot to run safely, whatever its heading position
1s. A trajectory defined by a sequence of 2D positions
is planned within the crossable areas. In our case,
the 2D planner requires a binary bitmap description,
on which a distance propagation method (similar to
those presented in {14]) produces a Voronoi diagram.
¢ 3D planned navigation : On uneven or highly
cluttered areas, the “obstacle” notion is closely linked
with the constraints on the robot attitude, and there-
fore constrains the robot heading position. Planning
a trajectory on such areas is a much more difficult
task [15] that requires a detailed modeling of the ter-
rain. In our case, the 3D planner builds its own data
structure on the basis of an elevation map, computed
on a regular Cartesian grid (section 4.4).

3.2.2 Localization

The internal localization sensors of the robot (odome-
try, inclinometers, inertial platform...) generate cumu-
lative errors, especially on uneven or slippery areas. A
localization procedure based on exteroceptive sensors
is often necessary for both the robot and the super-
vising operator : to plan safe trajectories on formerly
perceived areas for instance, the robot obviously needs
to know precisely where it stands ; and a false position
value may mislead the operator.
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Such a localization procedure requires a specific global
representation of the environment, be it a set of 3D
points in the case of a correlation-based localization
(iconic matching [16]), or a global map of detected
landmarks (that must then be modeled, using partic-
ular geometric descriptions) in the case of a feature-
based localization [17]. These two kinds of represen-
tations can be viewed as maps of interesting zones for
the purpose of localization. In our case, we developed
an original localization procedure (section 4.5), that
requires a B-Spline based model of the terrain.

We are also currently investigating the modeling of
unstructured objects (rocks, bushes...) thanks to com-
plex geometric primitives (super-quadrics [18]) : such
a model could be used to perform landmark detection,
and might provide a “qualitative” localization func-
tionality, sufficient in reflex navigation mode.

3.2.3 Navigation Planning

Navigation planning consists essentially in the de-
termination of an intermediate goal, as well as the
mode to activate to reach it, considering the mis-
sion’s objective and the partial (and unprecise) knowl-
edge the robot has on its environment. Several dif-
ferent constraints can be taken into account to per-
form this “route” planning, depending on the con-
text : one may prefer execute safe trajectories from
the localization point of view, or one may choose
the fastest trajectories (time constraint), the shortest
(energy constraint)... A semantic significant descrip-
tion of the perceived environment is here necessary.
We have chosen a topological connection graph (sec-
tion 5.2.2) : such a structure can contain very rich
informations, and a theoretical formalism, often ap-
plied in the robotic community [19], is available for its
exploitation.

3.2.4 Perception Planning

Perception planning, which is closely linked to navi-
gation planning, requires a prediction ability : given a
sensor and a point of view, what can be perceived ? To
answer this question, the perceptual constraints of the
sensor (occlusion, field of view, specularity) must be
checked considering an environment numerical model.

3.3 A Structural Scheme

Several data structures that represent the same enti-
ties in the environment must coexist in the system.
In this multi-layered helerogeneous model, the differ-
ent representations are easily managed and a global
consistency can be maintained. The relationships be-
tween the various representations explicit their build-
ing rules, and defines a constructive dependency graph
between them. The figure 2 illustrates these relation-
ships : each thin arrow represents a data processing al-
gorithm, and the thick straight arrows corresponds to

the production of a structure required to a trajectory
planner. We distinguish two kinds of dependencies :

¢ Systematic dependencies : Every time a representa-
tion is updated, all the representations that systemat-
ically depends on it (arrows labeled “S”) are updated.
As one can see on the figure, every time 3D data are
acquired, the global bitmap representation, the region
representation and the connection graph are updated.
Let’s also note that when a localization model is avail-
able, the informations it contains are merged in the
connection graph (section 5.2.2).

¢ Controlled dependencies (labeled “C”) : The repre-
sentations that are not always necessary are only built
under control of the navigation planner. For instance,
an elevation is only required to cross an uneven zone.
The top level of this heterogeneous model is a
“bitmap” description of the environment, built upon
the results of the fast terrain analysis algorithm. A lot
of information is available in every pixel of this bitmap,
such as the terrain label and its confidence level, the
estimated elevation, the identification of the region it
belongs to... We have chosen such a structure for the
following reasons : it is simple, rich, adapted to the
lack of geometrical structure of the environment and
to the Digital Elevation Map description (section 4.4),
and flexible, in the sense that any supplementary in-
formation can easily be encoded in a pixel without re-
configuring the entire description and the algorithms
that use it. Moreover, the techniques that allow to
extract structured informations (regions, connexity...)
from a bitmap are well known and easily implemented.

3.4 Memory Management

The main drawback of maintaining global representa-
tions is memory occupancy, that rapidly becomes huge
if they covers large areas, especially when using bitmap
representations and elevation maps. To cope with this,
we are currently developing a “forgetting” functional-
ity : the area surrounding the robot, with a size limited
by the sensor capacities, is fully described, whereas the
remaining already perceived terrain is structured in a
more compact way. The key point here is to determine
the informations one must not forget : for the purpose
of long range navigation, we consider that only the
connection graph and the localization model are nec-
essary to maintain.

We consider two different ways to implement this : the
first one is to take advantage of the global bitmap re-
gion structuration, or of any other classical data com-
pression method. The precise informations brought by
the possibly computed elevation maps is then totally
lost. The second way is to use the B-Spline based rep-
resentation : the B-Spline representation would then
be systematically built (in paralle] with trajectory exe-
cution for instance). Only the B-Spline representation,
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which is extremely compact, and that contains much
more informations than the global bitmap representa-
tion, is kept in memory.

4 Building Representations
4.1 Fast Classification

Applied each time 3D data are acquired, this process
produces a description of the perceived areas in term
in terrain classes, along with some qualitative infor-
mations. It relies on a specific discretization of the
perceived area in “cells”, on which different character-
istics that allow to label them are computed [9].

The discretization is the projection of a regular grid
defined in the sensor frame (fig. 3). Its main charac-
teristics are that it respects the sensor resolution, and
that it points out a “density” attribute : the number
of points of point contained in a cell, compared with
a nominal densily defined by the discretization rates,
provides a useful information concerning the area cov-
ered by the cell : for instance, it is equal to the nominal
density if the cell corresponds to a flat area. This in-
formation, along with other attributes concerning the
cells (mean altitude, variance on the altitude , mean
normal vector and corresponding variances) allows to
heuristically label each cell as one of { Flat, Slope, Un-
even, QObstacle, Unknown}.

This classification procedure, which complexity is
O(n), where n is the number of 3D points considered,

Figure 3: Discretization in the sensor frame, and pro-
jection on the ground

takes around half a second on a Sparc-10 workstation
to process a 10.000-points 3D image. It has proved
its robustness on a large number of different images
(fig. 4), produced either by the LRF or a stereovi-
sion correlation algorithm?, and is especially weakly
affected by the sensor noise (uncertainties and errors).
An important point is that it is possible to estimate
a confidence value on the labeling of each cell : this
value generally decreases with the distance of the cell
to the sensor, because of the decreasing accuracy on a
3D point coordinates with this distance. But this con-
fidence also obviously depends on the label itself : for
instance, a flat cell containing a few erroneous points
can be labeled as an “uneven” one, whereas the prob-
ability that erroneous points perceived on an actu-

3The discretization then differs slightly from the one used for
LRF images
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Figure 4: Classification result on a complex scene.
From clear to dark : Unknown, Flat, Slope, Uneven,
Obstacle

ally uneven zone lead to a “flat” label is very low.
The quantitative estimations of this confidence value
P(error) = F(distance,label) are statistically deter-

.mined, and constitute the useful model of the logical

sensor ”terrain classifier” (figure 5).

P(error) Label
4
1] . Uneven/Obst.
0 . Flat
0 f s ]10 ]15 D-sensor (meters)

Figure 5: Error probability on the cell labeling

We are considering the application of a similar clas-
sification method on luminance images : global infor-
mation concerning the same cells in the camera frame
(color, texture...) should permit a fast determination
of the terrain nature, and therefore produce a more
significant description of the terrain. Another inter-
esting thing to consider is the detection of areas of
interest for the localization procedure (possible pres-
ence of landmarks or particular geometric features),
using the attributes determined for each cell.

4.2 Global Model Building

In the incrementally built bitmap structure that rep-
resents the global terrain model, all the informations
provided by the classification are encoded (label and
corresponding confidence, elevation, slope). Fusion of
the classifier output is a simple and fast procedure :
each cell is written in the bitmap using a polygon filling
algorithm. When a pixel has already been perceived,
the possible conflict with the new perception is solved
by comparing the label confidence values. This process
is illustrated in figure 6 : the area originally labeled
“obstacle” in front of the first position (left image) is
split into two smaller obstacle areas plus a flat area

when perceived from a smaller distance (right image).
Many experiments have proved the robustness of this
fusion method.

Figure 6: Two steps of the global bitmap model build-
ing

4.3 Connection Graph Building

Once the global bitmap representation is updated, it
is structured in a “region model”, thanks to classical
image processing algorithms. Regions are areas of uni-
form label, uniform mean altitude and uniform confi-
dence. If no precise geometrical informations are avail-
able in the description of a region, some useful qualita-
tive informations can anyway easily be extracted, such
as its surface or its including rectangle. A contour fol-
lowing algorithm provides all the neighborhood infor-
mations between the regions, that defines the topolog-
ical connection graph. A node of the graph is related
to the border between two regions, whereas an arc cor-
responds to the crossing of a region. Section 5.2.2
presents different ways to valuate the graph, consid-
ering the regions’ attributes.

4.4 Fine Modeling

When an uneven area has to be crossed, it must be
precisely modeled in order to plan a secure trajec-
tory. We use for that purpose a generic interpola-
tion method [20] that builds a discrete representation
z = f(z,y) on a regular Cartesian grid from a 3D
spherical image (p, 8, ¢) = f(4, j).

Local Elevation Map (LEM) Building

Our method relies on the analysis of all sets of four
neighboring points in the spherical image : they de-
fine patches in the Cartesian robot’s redressed frame.
Thanks to the fine grid resolution, a planar approxima-
tion is sufficient to represent a patch. The interpola-
tion problem is then reduced to finding the intersection
between each (z,y) "vertical” line and the plane that
best approximate the patch. A test based on depth
discontinuities allows to decide whether a patch can
be interpolated or not, and leads to an estimation of
the elevation Zp,cqi for the (z,y) interpolated points.
An accuracy on each computed elevation is estimated,
using Jacobian matrix of the sensor model to estimate



variances on the raw Cartesian measurements, and a
Kalman Filter to compute variances on the plane pa-
rameters [21].

Global Elevation Map (GEM) Building

A fusion of different LEM in a global elevation map
may be needed for trajectory planning if the uneven
area can not be entirely perceived from a single view-
point. Once the estimation of the new robot’s po-
sition is achieved (section 4.5), we combine the new
LEM and the former Global Elevation Map into a new
global map. The new elevation (Zgiopal )& after the k'»
acquisition is updated by this ponderation equation :

O'EZ,-(ZGlabal)k—l + U;fc(ZLocal)k
=2 por
aZc + aZL

(Zgiobat )k =

4.5 Localization Processes

Besides a localization process based on structured fea-
tures [17], we developed a localization process that re-
lies on a peak detection method [22], better suited for
unstructured environments.

The specific terrain representation used here is a B-
Spline surface based model, built upon an elevation
map thanks to a least-square approximation. Such a
model is very rich and compact, and provides a hierar-
chical description of the environment : a coarse level
B-Spline representation is first computed on a uni-
form mesh, and a test based on the least-square errors
points out the areas where some refinement is needed.
A new mesh with smaller size patches is then defined,
and a new B-Spline representation is computed, which
ultimately leads to a tree model, in which each node
corresponds to a B-Spline surface.

This analytic model allows to extract features such
as high curvature points, valleys or ridges. We cur-
rently only implemented a peak extraction procedure
based on a quick analysis of the matriz expression of
the B-Spline surfaces. Once the peaks are extracted,
we apply a feature matching localization method, co-
operating with an iconic one : the iconic method is
only performed in the neighborhood of the detected
features. Hence, using small correlation windows, we
avoid the long processing time usually encountered
with such methods.

5 System Architecture and Control

The generic control architecture for the autonomous
mobile robots developed at LAAS is organized into
three levels [23, 24]. It is instantiated in the case of
the EDEN experiment as shown in figure 7. The higher
task planning level plans the mission specified by the
operator in terms of tasks, with temporal constraints,
executable by the robot. This operating station level,

not currently used in the experiment, will be imple-
mented in an specific environment to validate our tele-
programming approach.

Let’s describe here the functional and decisional levels,
and the way they are integrated.
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Figure 7: Global control architecture. Connections
between the modules at the functional level show data
flow.

5.1 The Functional Level

The Functional Level includes the functions for acting
(wheels, perception platform), sensing (laser, cameras,
odometry and inertial platform) and for various data
processing (feedback control, image processing, terrain
representation, trajectory computation, ...). To con-
trol robot functionalities and underlying resources, all
these functions are embedded into modules defined in
a systematic and formal way, according to data or re-
sources sharing. Thus, modules are servers which are
called via a standard interface, and allow to combine
or to redesign easily the functions [25]. These modules
can be viewed as a generalization of the logical sensor
concept [26].

Figure 7 shows the set of modules used for the exper-
imentation and the data flow during the progress of
an iteration. The connections are dynamically estab-
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lished by the decisional level according to the context.

5.2 The Decisional Level

This level includes the navigation planner and a super-
visor that establishes at run-time the dependencies be-
tween modules. It also controls their execution accord-
ing to the context and the robot state, and installs the
conditions/reactions in case of external events (watch-
ing for obstacles when executing a trajectory for in-
stance). In our current implementation, the three en-
tities of the decisional level have been simplified and
merged together, using a Procedural Reasoning Sys-
tem [27].

5.2.1 The Supervisor and the Executive

The supervisor receives the task to be executed, de-
scribed in terms of actions to be carried out and modal-
ities. If the task is not directly executable (typically
when the goal lies in an unknown area), the naviga-
tion planner refines it (section 5.2.2). The supervisor
watches for events (obstacles, time-out, etc.) and re-
acts to them as planned, according to the dynamics of
the situation and the state of the other running tasks.
It sends to the Executive the different sequences of
actions which correspond to the task, and sends back
to the operator the informations related to task (e.g.
specific data, and the report about its execution,etc.).
The executive launches the execution of actions by
sending the related requests to the functional level
modules. It manages the access to resources and the
coherence of multiple requests at the syntactic level,
and can take into account the parallelism of some se-
quences (watching for obstacles while moving toward
an intermediate goal for instance). It sends back to
the supervisor reports about the fulfiliment of those
basic actions.

5.2.2 Navigation Planning

Generally speaking, the navigation planner uses pro-
cedures to carry out the task and decompose it into
executable elementary actions, on the basis of the cur-
rent environment and robot states. It is a key compo-
nent of the decisional level : mixing both procedural
knowledge and knowledge about the environment, it
perform the decisions that provide the robot with a
“smart” behavior. These decisions include perception
strategies, ie the choice and the definition of the differ-
ent perception tasks to perform, and motion strategies,
that imply the definition of intermediate goals and the
choice of navigation modes. The two problems are ob-
viously closely linked, but to avoid a great complexity,
we developed two independent techniques coupled af-
terwards.
Motion Strategies

The basic technique to plan a route in the known en-
vironment relies on the execution of an A*-like search

in the connection graph. This search selects a path,
i.e. a succession of connected regions, that defines the
intermediate goal and the motion mode to activate.
The valuation of the arcs (that connect the region bor-
ders) is obviously determinant to implement different
strategies. Our valuation is currently a heuristic mix
between these criteria :

e Arc label : to plan a route that minimizes the ex-
ecution time, the region label are taken into account.
The planner then avoids to cross uneven areas when
possible, since they require a fine modeling and a com-
plex trajectory planning.

e Arc confidence : considering only the former con-
straint, the artifacts raised by the classification proce-
dure (essentially badly labeled “obstacle” cells) would
mislead the robot navigation. The arc label criterion
is therefore pondered by its confidence, which allows
the planner to cross some obstacles areas for instance,
which actually triggers the execution of a new percep-
tion task when facing such areas.

¢ Altitude variation : For the purpose of energy
saving, one may wish to minimize the positive altitude
variations during trajectory execution, which increases
the cost of climbing hills for instance.

Finally, let’s note that a localization ability value can
be taken into account while planning a route : from
the localization model and the global bitmap model,
landmarks (or interesting areas) visibility zones can be
quickly computed, which produces a structure similar
to a potential field. A localization ability value is then
associated to each node of the graph, and a path that
maximizes the sum of these values along the route can
be determined.

Using some pre-defined rules, an analysis of the search
result is then performed to define the next perceptual
need among the three following : localization, discov-
ery (perception of unknown area), and model refining
(re-classification of an already perceived zone from a
closest point of view or fine modeling).

Perception Strategies
Once the intermediate goal and the perceptual need
are defined, the next perception task is performed ac-
cording the following procedure [28] :

1. Perceptual constraint checking : characteris-
tics on the sensor (field of view, resolution) and on the
environment (visibility) constrains the observation ;

2. Prediction of the result of the perceptual task,
i.e. estimation of the information it can provide ;

3. And finally evaluation of the contribution of
the predicted task, in the context of the current need.
The main point here is to faithfully model the logical
sensor to use (”classifier”, "peak extractor”,...}, as in
section 4.1.

As an example, let’s examine a perceptual task selec-



tion : suppose the search in the graph derived a need
to enhance the confidence value of a certain area. From
the intermediate goal selected, the following procedure
is run :

1. For each pixel of the global bitmap surround-
ing the sensor (within the LRF distance limit), the vis-
ibility constraint is checked using the elevation value
encoded in the pixel ;

2. The current confidence label (Equal to zero if
the pixel has not yet been perceived) of each perceiv-
able pixel is compared to a theoretical “mean confi-
dence value” the sensor can bring (deduced from the
curves of figure 5). This comparison permits to esti-
mate the amount of information the sensor can pro-
vide.

3. Finally, the usefulness of the predicted task is
estimated, and the consideration of other constraints
(allowed time, maximal sensor field of view...) defines
its parameters, ie. perception direction, the LRF scan-
ning mode, the field of view...

6 The EDEN Experiment

All the concepts and processes described in this paper
are currently being integrated in the context of the
“EDEN” experiment.

6.1 Experimental Test Bed

ADAM? has six motorized non directional wheels with
passive suspensions, and is equipped with a “percep-
tion head” composed of a 3D scanning laser range
finder with a deflecting mirror and two color cameras,
mounted on a l-axis pan platform.

The on-board computing architecture is composed of
two VME racks running under the real time operating
system VxWorks. They are connected to the operat-
ing station (a Sun SparcStation 10-41) by an Ether-
net link. The first rack includes two 68030 CPUs and
various I/O boards, and is dedicated to internal local-
ization (thanks to odometry encoders and a inertial
platform) and locomotion

The second rack is composed of two 68040 CPUS, three
Datacube boards and some I/0. It is dedicated to sens-
ing activities : video image acquisition, laser range
finder command and acquisition, local processing of
data.

During the experiments, most of the “high level” com-
puting processes are run on the operating workstation
to take benefit of a better debugging environment and
of the pre-existence of the softwares under Unix. How-
ever, we have the possibility to embark all the soft-
wares in a near future : some are already ported under
VxWorks, and it is possible to use an on-board Sparc
CPU under Sun-OS.

*]ts chassis was built by VNII Transmach (S* Petersburg,
Russia)

6.2 Experiments

Figure 8: ADAM’s natural environment

The figure 8 shows an illustrative image of ADAM’s
natural environment; it is a 20 by 50 meters area, com-
posed of flat, sloppy, uneven rocky areas, and of big ob-
stacle rocks. The canonical task is "GoTo Landmark”,
the environment being initially totally unknown. The
goal landmark is currently a 2D pattern detected and
localized in a luminance image. We have performed
several “reach that goal” experiments using only the
2D motion planner in the crossable zones, and a “dis-
covery” strategy. After a few “perceive - analyze -
plan” steps, (from 3 to 10, depending on the chosen
path) Adam reaches the target located at an approx-
imatively 30 meter distance from its starting point.
The whole processing time does not exceed half a
minute at each step, but due to the slow motion of
the robot (its maximum speed is 28 cm/s) and the
LRF image acquisition time, ADAM takes generally
about 15 minutes to execute its mission.

We have also performed experiments using only the 3D
motion planner; for this sake, we have partially inte-
grated the following functions : fine terrain modeling,
localization procedures and 3D trajectory planning on
uneven terrain’®

Figure 9 illustrates the position update and the terrain
model updating performed after the third acquisition :
the left figure shows the extracted features in the Lo-
cal Elevation Map, built from the third depth image ;
the right figure presents the corresponding correlated
points (and the correlation windows) in the current
Global Elevation Map. Figure 10 represents the new
Global Elevation Map after the robot position updat-
ing and the fusion.

5The computation time needed on a sparc II Sun station to
build a Digital Elevation Map is about 2 sec.; the localization
process takes about 3 sec., and the 3D planning process needs
about 60 sec.
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Figure 9: Position updating : how to merge the new
LEM in the current GEM 7
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Figure 10: The new GEM after localization and fusion

Figure 11 is a perspective view of the reconstructed
terrain on which the 3D trajectory of the robot has
been planned and executed after 5 incremental steps
(the grid discretization of the elevation map is 10 cm).
The concatenation of the different 3D trajectories
planned by ADAM to reach the goal is surimposed
to the terrain model.

7 Conclusion and Future Work

We have presented an integrated multi-level perception
system for an autonomous outdoor robot. This system
points out several different modeling services, and en-
hances a lot the robot autonomy and efficiency. An
ambitious experimental project, still under way, vali-
dates our adaptive approach and benefits to the devel-
opment of highly demanding robotic applications, in
particular planetary exploration.

A lot of difficult tasks have nevertheless still to be
achieved, among which we retain the followings :

¢ Besides the software complete integration of the
whole system (and especially of the fine modeling and
localization modules), each process performance needs

Figure 11: The GEM after 5 perceptions

to be improved and better validated. Feedback pro-
vided by the real data gathered during the experiments
is here an essential information.

o The integration of a stereovision correlation algo-
rithm would enhance the perception capabilities, by
providing dense 3D and color data on a particular area.
We could then address natural landmark recognition,
and estimate the physical nature of the soil during the
classification procedure.

e We currently only experimented the 2D navigation
mode and the 3D navigation mode apart. Mixing both
modes with a reflex one requires the development of
“smart” navigation strategies. This topic needs par-
ticularly to be better formalized and tested ; the idea
of developing exploration strategies in a topological
connection graph whose arcs are valued with a cer-
tain confidence, while having the possibility of raising
up this confidence (by acquiring data), appears to be
promising.

¢ Memory management and consistency management
of the models is a bottleneck to the execution of very
long missions. The “sliding bitmap” concept we briefly
presented has to be implemented and tested.

e Finally, improving the robot speed is fundamental,
if not vital. The robot computing capacities should be
better exploited, by implementing a kind of “pipeline”
architecture.
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Abstract

Existing Proportional-Integral-Derivative (PID)
robotic controllers rely on an inverse kinematic model to
convert user-specified cartesian trajectory coordinates to
joint variables. These joints experience friction, stiction
and gear backlash effects. Due to lack of proper
linearization of these effects, modem control theory based
on state space methods cannot provide adequate control
for robotic systems. In presence of loads, the dynamic
behavior of robotic systems is complex and nonlinear,
especially where mathematical modeling is evaluated for
real-time operations. Fuzzy Logic Control is a fast
emerging alternative to conventional control systems in
situations where it may not be feasible to formulate an
analytical model of the complex system.

Fuzzy logic techniques track a user-defined
trajectory without having the host computer to explicitly
solve the nonlinear inverse kinematic equations. The
goal is to provide a rule-based approach, which is closer
to human reasoning. The approach used expresses end-
point error, location of manipulator joints, and
proximity to obstacles as fuzzy variables. The resulting
decisions are based upon linguistic and non-numerical
information.

This paper presents a solution to the
conventional robot controller which is independent of
computationally intensive kinematic equations.
Computer simulation results of this approach as obtained
from software implementation are also discussed.

Introduction

Fuzzy set theory was developed in 1965 by
Zadeh [1], and permits the treatment of vague, uncertain,
imprecise, and ill-defined knowledge and concepts in an
exact mathematical way. This theory addresses the
uncertainty that results from boundary conditions as
opposed to Probability theory of mathematics. It allows
one to express the operational and control laws of a
system, linguistically in words such as "too cold",

993 American Institute of Aeronautics and
Astronautics, Inc. All rights reserved.

"cool”, "warm", "very hot" etc., which is a
generalization of the classical set theory. Fuzzy
arithmetic differs from classical Boolean arithmetic as it
allows a variable to be partially included in any given set
as opposed to being fully included or excluded in Boolean
algebra. This is known as Crisp set theory. Fuzzy
logic is multivalued and varies from maximum to
minimum as a function of the input. Fuzzy sets are
subjective as compared to standard crisp sets which are
objective and are viewed as exceptional cases of fuzzy
sets [2].

Fuzzy controllers offer some practical
advantages over conventional controllers like increased
robustness in spite of high ambient noise levels or
sensor failures, an ability to handle nonlinearities
without control system degradation, and easy formulation
of fuzzy rules. This makes the understanding,
modification and maintenance of a fuzzy logic based
controller much easier than is possible with conventional
controllers. This method can be used when a specific
rule base or expert is available who can specify the rules
underlying the system behavior and the fuzzy set that
represents the characteristics of each variable. The
drawbacks of the inverse kinematic equations have posed
significant limitations on the robot controller since it is
difficult to move the end-effector to a specified position
and computing joint variables.

This paper discusses a novel approach in
designing a fuzzy logic controller for the robotic arm
which replaces the traditional controller and lays the
foundation for a new generation of robotic controllers
with a simpler architecture.

C iopal C ller Design of
Manipulators

The most common controller for robotic
manipulators in feedback systems is the Proportional-
Integral-Derivative (PID) controller, which is
implemented as a secondary controller. This controller
corrects errors by means of trajectory tracking [3]. A
PID controller performs Proportional amplification



(P),Integration (I), and Differentiation (D) on the error
signal fed into the controller as input. In general, the D-
part speeds up the response by performing a predictive-
type function, I-part influences the steady-state error, and
the P-part influences the open-loop steady-state gain.
Each part of the controller needs adjustment or tuning
experimentally so that desirable responses of the system
are obtained. The gain of a PID controller can also be
determined by Eigen value assignment.

The PID controller is very simple to implement
and each axis can have its own separate PID loop. The
main drawback of the PID controller is that the load seen
by the motor or actuator of each joint can change rapidly
and substantially. This is particularly true for the
proximal joints near the base where the moments of
inertia and the loading due to gravity can vary by an order
of magnitude [4].

Imal ion of Fuzzy Logi

A fuzzy logic controller can be considered as a
control expert system which simulates human thinking
in the interpretation of the real world data. It utilizes
fuzzy set labels and performs an appropriate reasoning
using Compositional Rule of Inference (CRI) [5]. The
CRI represents the core of the deduction mechanism of
the controller. It performs the composition of fuzzy sets
and matrices of fuzzy rules using the max-min operator.
One of the main advantages of using fuzzy approach is
that it provides the best technique for knowledge
representation that could be possibly devised for encoding
knowledge about continuous (analog) variables.

The components of the conventional and fuzzy
systems are similar. They differ mainly in fuzzy
systems containing the Fuzzifier which maps the input
physical variables measured by an external sensor to
fuzzy set variables [6]. The conditional rules expressed
in the form of IF (some event) THEN (perform some
action) are contained within the rule evaluator. The
inverse process of converting the fuzzy outputs of the
fuzzy rule evaluator to a physical variable is performed
by the Defuzzifier. The value produced by the defuzzifier
represents the weighted average of all fuzzy rules that
were fired within the fuzzy rule evaluator.

The fuzzy system designer's task lies in defining
the data points flowing in the system, the basic
transformations performed on the data and the data
elements output from the system. The first step
consists of analyzing the system and understanding the
given problem. Next, each control and solution variable
in the fuzzy model is decomposed into a set of fuzzy
regions. These regions are given unique names, called
labels within the domain of the variable. The measured
values of input are then converted to corresponding

degrees of membership in fuzzy sets. This is done by
applying the definition of membership functions for each
input variable. Rules that tie the input values to the
output model are written as follows : "if < fuzzy
proposition A >, then < do fuzzy proposition B >".
Generally, the number of rules a system requires is
related to the number of control variables. The last step
would be to select a method of "defuzzification”. There
are several ways to convert an output fuzzy set into a
crisp solution variable, but the most commonly used one
is the centroid technique. Thus the real complexity in
developing a fuzzy system is in creating and testing both
the degree of membership functions and the rule base,
rather than implementing the run-time environment.

Proposed Fuzzy Logic Controller Model
The two basic problems encountered when
attempting to apply a fuzzy control in real systems are:

» Choice of primary fuzzy sets to be used together
with the rules that constitute the control law or
algorithm for a fuzzy control structure.

+ Numerical description of the linguistics to
implement a fuzzy control algorithm in a
computer, which is a nonfuzzy machine.

The typical robot control problem consists of
moving the end-effector to a user-specified position
(x,y,z) and orientation (roll, pitch, yaw) [7]. To achieve
this, the robot joint motors must be driven to specific
angular positions. The task of computing these specific
joint angles is referred to as the inverse kinematic
problem. In general, inverse kinematic equations are
highly coupled and involve nonlinear differential
equations, whose closed form solutions are often
undefined. This poses a computational bottleneck. The
block diagram of the proposed Fuzzy Logic Controller is
shown in Figure 1.

The Southwestern Research Institute (SWRI)
[6] at San Antonio, Texas applied fuzzy logic to control
a robot without having to explicitly solve inverse
kinemaltic equations. This controller, mimics intelligent
human-like decision-making via a fuzzy rule base, which
is essentially a collection of varying degrees of cause-

~ and-effect relationships. The fuzzy rule base is the most

critical element within the novel robot controller. The
performance of the controller is directly dependent on the
quality of fuzzy rules. The approach taken (o realize the
optimum set of rules which would track enabling control
was to linearize the robot model and then apply the
principle of superposition to the resulting linearized
equations. First, the x and y components of the
individual locations of robot joints and the observed
tracking error of the robot end-effector need to be
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represented in fuzzy terms such as: Positive Big (PB),
Positive Medium (PM) etc. up to Negative Big (NB).
Next, simple fuzzy rules were formulated (o evaluate the
individual joint axis contributions to reduce the tracking
errors of the robot end-effector. For example, if the
tracking error in the x direction is PM and the y
component of the end-effector is PB, then move the first
joint by PM. If robot end point is Negative Medium
(NM) and tracking error is Positive Big (PB), change
joint angle 1 by NM.

A Simple 2-D { Freedom Manioul

The problem of designing a manipulator
controller stems from the basic idea of the simplest
known biological controller which is the human arm [8].
When we reach for an object, we determine the
approximate error (distance from our hand to the object),
and move in a way to reduce the error. We do not
precompute the path or the elbow or shoulder angles
which is required to grasp the object. Our motions
continuously aim at reducing the distance between the
hand and the target. In fact, we are successful at reaching
and grasping both stationary and moving objects and
accomplish these feats without an accurate mathematical
model of the kinematics involved. Thus, the fuzzy
logic approach allows an initial control system to be
derived from fundamental concepts without the need for
extended training sets. There are several approaches that
achieve this objective. One such approach is discussed
in this paper.

The coordinates of the manipulator of the
desired point, or target (the end-effector is assumed to be
located at the tip of the second link, or at the second
joint) are (xd,yd). (x0.y0) the coordinates of the
manipulator of the initial point, e(r) is the error of the
manipulator between the initial and the end points, I'd
and IO are the desired and initial arm lengths (distance
from the base joint to the manipulator), angles 180-
C,180-D and E are the initial and final angles between
the links respectively and the error angle E = C-D, we
have:
=1q2 - r02

=2.L1.L2.(cosC - sinC. E - cosC)
if angle E is small

=2L1L2 sinC. E
where sinE = E for E << 0.

e(r)?

Here, e(r)2 is used as the input signal to the fuzzy set
rules.

Actually, e(r)2 = [(xg 2+ yd? )-(x0? +
y()2 )], which reduces the error [9]. After achieving the
desired rq through the change in angle C to angle D,
angle A is changed to A’ to rotate the robot arm to reach

the desired position. The pictorial representation is

given in Figure 2.

Here, the rules are arranged as follows:

» For the position of Fig 2(a):
If(robot arm length needs to be changed by<fuzzy set
1>, and current joint angle is <fuzzy set 2>), then
(change second link angle C by E)

« For the position of Fig 2(b):
If(change in angle C is E, and desired angular change
of robot arm length T'-T is <fuzzy set 3>), then
(change angle A to A') where <fuzzy seti> (i= 1.2,
...) is of the form "positive big", "small" etc.

The developed fuzzy rule sets reside within the
fuzzy controller, which outputs an incremental joint
command to the individual joints of the robot based on
the configuration and the deviations of the actual end
point to the desired end point. The actual Cartesian end
point is determined by applying the forward kinematic
equations on joint angles [10,11]. The same procedure
can be extended to 3 or higher DOF manipulators.

Simulati

The simulation of the proposed algorithm of the
above algorithm, was done on a Mach operating system
running NExT machine. The trajectory of a robot
tracking a user specified straight line and partial
configurations are shown in Figs. 3 and 4. The
configurations of the robot are all in reasonable good
positions, in the sense that those positions keep all
joints away from their singular points. It also shows
that the robot has passed one of its singular points,
which usually causes an overflow in the conventional
mathematical algorithm. The error between the actual and
the desired trajectory are between specified limits. A
computer simulation program is included in the
Appendix.

Results of this simulation were graphed, and the
performance for the position of the x and y co-ordinates
and the error of the arm with respect to time were plotted
(Figures 3 & 4). From Figure 3 one can see that the
arm was successful in tracking the desired trajectory.
Figure 4 shows that the error progressively decreases to
zero in the least possible time.

Conclusions

A non algorithmic, model free approach has
been developed that relies on a fuzzy rule base to evaluate
the required axis motion for the robot. This scheme does
not require solution to the inverse kinematic equation to
arrive at the joint set points. The fuzzy rule base
provides fast execution speed because the fuzzy rules



perform simple integer additions and multiplications to
evaluate the required axis motion. It can be shown that
only a maximum of 15 rules are required to evaluate
individual joint axis motion and that a linear relationship
exists between the number of rules and the degree of
freedom of the robot. The fuzzy logic controller
approach is found to be 33% faster than traditional
controller methods that require solution (o the inverse
kinematic equation. However, the fuzzy rule approach
cannot achieve the tracking accuracies of the PID
controller, since a single fuzzy rule describes a patch in
the state space rather than an exact single point.
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Appendix

/* C program to compute the trajectory of the 2
DOF manipulator when the arm is constrained
to move in a st. line of the form y = -X + 4, */

#define m -1 /* define the slope of the st. line */
#define y_intercept 4

#define A 2 /* define a random x value */

#define B 2 /* define a y value for the first link */
#define C 4 /* define the initial arm position */

#include <stdio.h>

#include <string.h>

double x_final, y_final;

double x_A, y_B, x_C[500].y_D[500];
double distl, dist2,armlenght,D,arm1_len;
FILE *fp;

main()

{ double time[S00];
double arm2_len, angle_2;
int i=0, j;
double error{500];
D = (m*C) + y_intercept;
fp = fopen("datafile","w"),
dist] = sqrt(pow(A,2) + pow(B,2));
dist2 = sqri( pow((A-C),2) + pow((B-D).2) );
armlenght = sqri(pow(C,2) + pow(D,2));
puts("give the co-ordinates of final arm
position™);
scanf("%d %d", &x_final, &y_final);
arml_len = armlenght;
x_C[i] = C; time[0] = 0; y_DI[i} = D;

error[i] = 0;
do
{ x_Cli+1] = x_C[i] + ( C/abs(x_final -
(&)X

y_D[i+1] =m * x_Cli+1] +
y_intercept;

arm?2_len = sqrt(pow(x_C,2) +
pow(y_D.2));

time[i+1] = time[i] + 0.1;

++1;
}while((error(i-1] = abs(x_C[i-1] - x_final)) <
0.01 && abs(y_Dl[i-1] - y_final) < 0.01);
for(j=0; j<=i; ++j)
{ fprintf(fp, "%d ", time[j});
fprintf(fp, " %d", error[j});
fprintf(fp, " %d", x_C[j});
fprintf(fp., " %dwn", y_DIjl):
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Fig 3: Graph of the x Vs y co-ordinates of the manipulator, as it
moves along the preset trajectory path, y = -x + 4 (a straight line).
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Abstract. A new vehicle following controller
is proposed for autonomous intelligent vehicles.
The proposed vehicle following controller not only
provides smooth transient maneuver for unavoid-
able nonzero initial conditions but also guaran-
tees the asymptotic platoon stability without the
availability of feedforward information. Further-
more, the achieved asymptotic platoon stability
is shown to be robust to sensor delays and an up-
per bound for the allowable sensor delays is also
provided in this paper.

I. INTRODUCTION

Designing autonomous intelligent vehicles is important
in the research of Advanced Vehicle Control Systems
(AVCS) which is a major initiate in Intelligent Vehicle
Highway Systems (IVHS). The main advantage of an au-
tonomous intelligent vehicle is that it is considered as a
“self-contained” system, i.e., it can operate together with
other manually controlled vehicles without further techni-
cal assistance from highway infrastructure. Since future
Automated Highway Systems (AHS) is planned to evolve
from today’s highway operation, the deployment of au-
tonomous intelligent vehicles is of particular importance.

An autonomous intelligent vehicle is assumed to be ca-
pable of measuring (or estimating) necessary dynamical
information from the immediate front vehicle by its on
board sensors. The computer in the vehicle will then pro-
cess these measured data and generate proper throttling
and braking actions for controlling the vehicle’s move-
ment. These longitudinal maneuvers must be performed
as swiftly as possible within the rider’s comfort and safety
constraints.

Traditionally, vehicle following controllers are designed
for single-mass (triple integration) models which do not
account for any propulsion system dynamics, see, e.g.,
[1, 6]. In [8], Shladover included a simple first order en-
gine model in the system dynamics and designed a linear

Copyright ©® 1993 American Institute of Aeronautics and
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vehicle following controller. It was shown that asymptotic
platoon stability can be achieved by this linear controller
when the drag forces (aerodynamic force and mechani-
cal force) are neglected and the feedforward information
is available. Based on the same vehicle model [8] with
(nonlinear) drag forces taken into account, a nonlinear ve-
hicle following controller was designed by Sheikholeslam
and Desoer [7] using feedback linearization technique. In
this case, asymptotic stability can also be achieved if the
feedforward information is available. In [3], based on a
more complicated vehicle engine model proposed in [5],
Hedrick et al. proposed a sliding mode nonlinear con-
troller to achieve vehicle following. The simulation results
indicated that the controller has the potential of achiev-
ing asymptotic platoon stability if the feedforward infor-
mation is available. This observation was later verified
with proof in [9]. In [4], Ioannou and Chien modified the
nonlinear vehicle following controller proposed in [7] and
showed that asymptotic platoon stability can be achieved
by this modified controller without any feedforward infor-
mation. This result enhances the feasibility of the future
deployment of autonomous intelligent vehicles.

In this paper, we propose a new vehicle following con-
troller based on the nonlinear model proposed in [5] and
[3]). The proposed vehicle following controller not only pro-
vides smooth transient maneuver for unavoidable nonzero
initial conditions but also guarantees the asymptotic pla-
toon stability without the availability of feedforward infor-
mation. Furthermore, we show that the achieved asymp-
totic platoon stability is robust to sensor delay and an
upper bound for the allowable sensor delays is provided.

This paper is organized as follows. In Section 2 and 3
, a vehicle longitudinal model and a safety distance pol-
icy are briefly reviewed. In Section 4, we present control
methodologies for two classes of nonlinear control systems
based on the ideas developed in backstepping control tech-
nique. Applying theses methodologies, we design vehicle



following throttle and brake controller in Section 5. The
1ssues of designing asymptotic platoon stability and its
robustness to sensor delays are discussed in Section 6. In
Section 7, we use simulation results to demonstrate the
effectiveness of our approach. At last, Section 8 gives a
brief conclusion and possible future research directions.

II. VEHICLE DYNAMICS MODEL

In this section, we introduce a longitudinal powertrain
model for control system design. The derivation of the
system dynamic equations is based on the following as-
sumptions [9]:

o Ideal gas law holds in the intake manifold.

o Temperature of the intake manifold does not

change.

e There are no time delays in generating the power in
the engine.

¢ The drive axle is sufficiently rigid.
¢ The torque converter is locked.

e The brakes follow first order dynamics.

The dynamics of the flow of air into and out of the intake
manifold is described by

Ma = Mai — Mao

where m, is the mass of air in the intake manifold and
Mai, Mg, are the mass flow rates through the throttle valve
and into the cylinders, respectively.

Empirical equations developed for these flow rates are
maz Pri(ma)Tc(a)

Thao(we' ma)

May =

Mao
where m,, is a constant determined by the size of the in-
take manifold; T¢(:) is the throttle characteristic, a non-
linear function of the throttle angle a; Pr;(-) is the pres-
sure influence function describing the choked flow relation-
ship. Notice that mgg is generally measured by steady-
state engine tests and supplied in tabular form as a func-
tion of the mass of air m, in the intake manifold and the
engine speed w,.

The engine’s rotational dynamics is given by

Tnet(wmma) et RTb,- — RrF, (1)

where [ is the rotary inertia of the engine and the wheels
referred to the engine side; R is the effective gear ratio
from the wheel to the engine; T, is the brake torque;
Thet 1s the net-engine torque which is also measured by
steady-state engine tests and supplied in tabular form as
a function of m, and the engine speed w; r is the effective
tire radius; and Fj, is the tractive force.

Ige =

The tractive force can be expressed as
Fir = Ky sat (i/1)

where K, is the longitudinal tire stiffness; ¢ is a constant
determined by the road and tire condition (usually around
0.15 LIO]{‘; sat(-) is the standard saturation function; and
i is the slip between the wheels and ground given by

v

1=1-
Rrw,

In addition, we adopt a linear brake actuator model
Toe = Tor

>

Tbr =

where m, is the actuator time constant, T}, is the brake
torque applied to the driven wheel and Tj. is the com-

manded brake torque.
Finally, the longitudinal equation for the vehicle veloc-
ity is given by

M= Fiy — cv® — uMg (2)

where cv? is the aerodynamic drag, uMg is the rolling
resistance, and M is the effective mass of the vehicle.
Under the “no-slip” condition [9], i.e.,
v = Rrw,,
equations (1) and (2) yield

Jwe = Tncc(‘wey Mma) — cRsrst - RTyr — 1

where ¢; = RruMg; J = I + Mr? is the effective inertia
of the vehicle referred to the engine.

With above discussions, the i*? following vehicle has the
following longitudinal dynamics,

i = vi=Rrw. 3)
1
we = .—]'[Tnet(wen ma) - CRarst ~ RTy, - d’l] (4)
Mg = —mao(we,Ma) + MazPri(ma)Tc(e) (5)
Tbr = Tbc - Tbr (6)
Ts

where z; and v; denote the position and velocity along
the longitudinal direction.

III. SAFETY DISTANCE POLICY

For safe longitudinal operations, a following vehicle is re-
quired to keep a safe distance from its preceding vehicle.
From the traffic capacity point of view, the desired safe
distance should be as small as possible. However, the ve-
hicle’s performance capability, rider’s comfort constraint
and other safety considerations impose minimum bound
on this distance. In this paper, we will adopt a desired
safety distance policy [4] for the ith following vehicle.

Sg; = M (v? = o2 1)+ dvi + As (7

where Aq, A, A3 are positive constants determined by the
specified values of human reaction time, vehicle’s full ac-
celeration and deceleration, and maximal allowable jerk

during deceleration.
While vehicle following is operating near a steady state,
the velocity of the control vehicle is approximately equal
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to the velocity of its preceding vehicle. Therefore, the
safety distance policy can be well approximated by the
constant time headway policy

S4, = vy + As. (8

Let z; (z;—1 resp.) and v; (vi_1 resp.) be the position
and velocity of the i** (i — 1** resp.) vehicle. As shown in

Figure (1), the spacing deviation for the ith vehicle from
the desired safety distance is

b = =zi—y —xi— i~ Sq,

(9

Tict — i = I — Ayj — A3

where I; is the length of controlled vehicle.

T . Ii—1
ey B Uy
t i—1

I ——————

6; Sd‘ = dv; + A3

Figure 1:

For a group of vehicles with each vehicle’s longitudinal
dynamics described by (3) - (6), our control objective is to
design a controller for each vehicle such that the following
objectives are achieved: the spacing deviation §; can be
regulated; the asymptotically platoon stability is achieved,;
and smooth transient response is guaranteed for non-zero
initial spacing deviation and velocity deviation.

To this end, it seems that input-output feedback lin-
earization technique may provide a promising approach
to deal with this nonlinear control problem based on
the structure of the system. However, since the map-
pings Tnet(:, ), Mao(,-) and Pry(-) are supplied in tab-
ular forms, their exact partial derivatives are not clearly
identified. Consequently, feedback linearization method
can not be applied directly.

IV. NoNLINEAR CONTROL METHODOLOGIES

In this section, we will show how the basic ideas used
in backstepping control design approach can be applied
to controller design for two classes of nonlinear systems.
The control methodologies developed will then be used to
design vehicle following controllers in Section V.

Nonlinear control systems Class I
Consider the following single-input single-output (SISO)
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nonlinear control system

fo(w)
f1 (w, 2)
J2(w, 2) + fa(z)g1(u)

h(z,w,zm,vm)

(10)

<« N B 8
1

where w, z € R are state variables; y € R is the output;
fi (i = 0,1,2,3) and g; are smooth nonlinear functions;
Zm,Vm € R are bounded external signals; and u is the
control input.

The control objective is to design the input u so that
the output y is regulated, i.e., lim; . y(t) = 0, while
the state variables w, z remain bounded. Our approach
for finding an input u to achieved the control objective is
based on the application of control Lyapunov function in

the backstepping technique developed in [2].

The basic ideas of applying backstepping technique to
the control design for system (10) are roughfy summarized
in the following. First, we neglect the dynamics of state z
and treat z as the in ut then find a control input z = 24 to
achieve output regu ulation for the following reduced order
system:

z fo(w)
fi(w,z) (11)

hz, w,Tm,vm)

y
Second, construct a state feedback u from the computed
zq such that

Jim (2() — za(1)) =

Finally, we show the control objective is achieved for the
closed loop system.
For our approach, we make the following assumptions.

Assumption 4.1 f3(z) is nonzero and %é(w,z) is
bounded for all w,z € R.

Assumption 4.2 The system

f](I,u)

y = =z

£

is bounded input bounded output (BIBO) stable
where z,y,u € R.

We now elaborate the control design procedure. Take
1
Vo (2, w, Tm, vm) 1= '2'71h2(1‘,w.1'm11)m)v >0

as a Lyapunov function and evaluate the derivative of V,,
along the trajectory of (11). We get

Vw(:c W, Tm, Vm)

dh
= h—
"1 i
h[ahi‘_*_ 3hw+ 8h:b + ok ]
= -_— -— —_— Pr—
m oz Sw 8zm m Bum m
8h 8h ah oh
_ [ oh oh .
" [arfo(w)+ 2 i (wr2a) + i+ vm]



If, for ky > 0, z4 is such that

dh Sh
filwza) = (5= )_1[—k1h—£fo(w)
8h 8h . 1
——— i — U,
3Tm Bum
then
Vi (2w, Zm, vm) = —y1 k1 B2 (2, w, Tm, vm)

For further developments, we will assume

Assumption 4.3 There exists a zq4 satisfying (12) for
all z, w, T, vy, in the domain of interest.

Take
Vu(l'v Wy ZyZdy Tmy 'Um)

1
= Vu(z,w,Tm,vm) + 5’72(2 - zd)2, 2 > 0.

as a Lyapunov function for (10). The derivative of V,
along the trajectory of (10) is

Vu(z, w, 2,24, Tm, Vm)

8h ah oh
= ‘hh['é;fo(w)-i- %fl(wuz)""mfm

ah
+

S m |+ (2 = 2a)(2 = 20)

dh 3h ah
= k] — folw) + — f1(u + =g
1 [arfo( ) 8wf1( r2a) Brmrm

b 1+ MASE [ (,2) = fi(w,2)
2z = 2)a(w,2) + fa(2)gs () = a]

= nk R b (£ (w,2) = fi(w,2)
+7z2(z — 2q)[fo(w, 2) + fa(z)g1(u) — 24]

+ 8h
Svu

m

If, for ko > 0, u is such that
fa(z)g1(u) = —ka(z — za) - f2(w,2) + 24
1 dh
~———yh—[f1(w, 2) = f1(w, z4)]
Y2 (z = z4) Sw
then
Vu(szazyzds$M|vm) = _'Ylklh'2 e '72k2(2 - 2d)2

Theorem 1 Consider the system (10) with the following
proposed nonlinear state feedback controller

u(z,w, 2, Tm, ¥m)
= g7 (A l-ha(z — 2a) - falw,2) + 24
! h%[fl(wVZ) - filw,z4)]})

—n
Y3 £—2g

(12)

where zq satisfies (12). Suppose that Assumptions 4.1,
4.2 and 4.3 are satisfied. Then for the closed loop system
(10), (12), we have w remains bounded, y converges to
zero and z converges to zg asymptotically.

Proof: Let

Zi=z—2g

Then the closed loop syatem (10), (12) yields a subsystem

h = —k1h+—Z"[fl(w,ﬂzd)—fl(w.zd)] (13)
w

b= ks - AR stz - fi(wazg] (1)
¥2 2 Ow

By Assumption 4.1, we have
lim filw, 2) = filw,z4) _ Ofa
z

= " (w,zq) < ©
z— 24 6(’d)

Aty ]

This implies that (h,z) = (0,0) is an equilibrium of the
system (13), (14).
Take as a Lyapunov function for (13), (14).
V(h,2) := -;-'nh‘2 + -;-’7252-

which is a positive definite, descrescent, and radially un-
bounded function. The derivative of V along the trajec-
tory of (13), (14) is

V = mhh+ypiz

8h
= —mkh? +’71h%[f](wv 2) = fi(w, za)} — Y2 k2 72

ko fy(w,2) =y (wza)]

= —mk1h? — vk 2
< 0

Therefore, we see
h,z€ Lo N L.

The boundedness of w can be established by the bounded-
ness of z and Assumptions 4.2 and 4.3. Finally, from the
well known lyapunov theorem, we conclude that h con-
verges to zero and z converges to z4 asymptotically. a

Nonlinear control systems: Class II We now con-
sider the nonlinear control system

fo(w)

f1(w, z) + fa(n)
fa(w, z)

fa(n) + g1(uw)

h(wiyrmy‘vm)

nn

(15)

nn i

@ 308 208

where z, w, zn € R are state variables; y € R is the output;
fi (i=0,1,2,3,4) and g, are smooth nonlinear functions;
Zm,Vm € R are bounded external signals; and u is the
control input.

The control objective is to design input u so that the
output y is regulated while the state variables w, z, 5
remain bounded. We assume

Assumption 4.4 %%(n) is bounded.

Assumption 4.5 The system
&1 = filzy,x2) + fa(u)
Z3 = fa(x1,72)
v =[z1 z2]7

is BIBO stable.
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The control design for (15) is similar to the one for
system (10). To start with, we neglect the dynamics of
state n and treat 5 as the control input of the system (15),
then try to find a control 54 to achieve control objective
for the following reduced order system:

z = fo(w) (16)
v o= fi(w,2) + fi(na) (17)
z = fa(w,2) (18)
y = h(z,w,zm,vm) (19)

Take

vw(-ryvaMyUm) = %73h2(3:,w,.’8m,vm), v3 > 0
as a Lyapunov function and evaluate the derivative of V,,
along the trajectory of (19). We get

Vw(l‘.wyxm,vm)
8h .
—
8z
9h 8h
= mah{ afo(w) + %[fl (w, 2) + fa(na))
8h 8h

+—3xm Tm +

8h . 3h
&

B +

oh ,
= m3h + —u+ Um
Bw

v m }

If, for k3 > 0, nq is such that
dh

-1 8h
) = ~hwa+(5e) [-kh- 35 fo(w)

dh . 8k .
—d&m = ——im |
v

Bom (20)

then

Vel w, Tm, vm) = —v3 k3 h?

Similarly, we assume
Assumption 4.6 There exists an 74 satisfying (20) for
all z, w, z, £m, vy in the domain of interest.

With Assumption 4.6, we take
1
Va(@, w,1,1d, 2m vm) = Vol @, 2m,vm) + 77 (1 = 10)?

as a Lyapunov function and evaluate its derivative along
the system (15). We have

Vu(szv"% Ndy Tm, vm)

k{22 fow) + 22113 (w,2) + fana) + Sa(n) = Fe(n)]
8h 8h

+—a-;;n-17m +

a
= -—mksh? + '73’15%[!4(77) ~ fa(nd)]
+v4(n — na)[f3(n) + g1(v) — 74)
If, for k4 > 0, u is such that

~ky(n—nag) — fa(n) + 74

‘m%hg—ﬁmm) - fa(na)]

o Um } 4+ v4(n — na)(1 — 1)

gi(u) =

then

Vau(z, 0,1, 14, Tm, vm) = —vakah? — veka(n - n4)?
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Theorem 2 Consider the system (15) with the following
proposed nonlinear state feedback controller

u'(x»wv Zynn-rfnqvm)
= g7 (—ka(n—na) — f3(n) + 7a

! ‘Yah%[h(ﬂ) - fa(nd)])

"y (n - 7ma) (21)

where 14 satisfies (20). Suppose that Assumptions 4.4,
4.5 and {.6 are satisfied. Then for the closed loop system
(15), (21), we have w,z remain bounded, y converges to
zero and n converges to 14 asymptotically.

Proof: The proof is similar to theorem 1. O

V. VEHICLE FOLLOWING CONTROLLER DESIGN

A vehicle following controller is required to maintain a
desired spacing between vehicles and to guarantee asymp-
totic platoon stability. The property that the spacing er-
ror for a controlled vehicle can be regulated is referred to
local stability. A platoon is asymptotically stable if there
are no slinky-type effects [7] within a platoon. Researchers
have found that local stability in vehicle following is not
enough to guarantee asymptotic platoon stability. More-
over, the unavoidable non-zero initial conditions occurring
during various mode transitions, e.g., switching from man-
ually control to automatic control, can generate transient
torque large enough to degrade the driving quality.

In this section, the control methodologies developed in
Section IV.are applied to design a vehicle following con-
troller with local stability and asymptotic platoon sta-
bility. To deal with the undesirable transient response
caused by non-zero initial conditions, we will filter the de-
sired control effort by introducing an imaginary preceding
vehicle in the controller design. Stability is guaranteed by
the fact that the states of the imaginary preceding vehi-
cle will converge to that of the true preceding vehicle ex-
ponentially and the (imaginary) spacing deviation (from
the desired spacing between the imaginary vehicle and the
controlled vehicle) is regulated. With properly chosen de-
sign parameters, the proposed controller achieves asymp-
totic platoon stability which is robust to sensor delays.

A. Controller Design

The proposed controller is composed of a throttle con-
troller, a brake controller, and a switching logic. The
brake controller is to execute the decelerating operation.
The throttle controller is to perform the accelerating and
decelerating maneuvers while braking is not required for
assistance. The switching logic is to properly activate and
deactivate the throttle and brake controllers based on the
needed control action at the current operating state. To
be precise, the controller will continuously compute the re-
quired throttle angle required by the control action. If the



calculated required throttle angle is greater than the min-
imum throttle angle, say ag, the logic determines that the
throttle controller alone is capable of handling the desired
maneuver, and no brake torque is to be applied. If not,
the logic will deactivate the throttle controller, i.e., keep
the throttle angle at ag, and activate the brake controller

to generate the proper brake torque.

o smooth the transient response during vehicle ma-
neuvering, we introduce for the i** (followin%l) vehicle an
imaginary preceding vehicle with dynamics characterized
by the following equations

Ty D1

bic1 = =B2(Pic1 = vie1) = B (£ic1 — ziz1) (22)
5-1(0) = 24(0) + ki + Mui(0) + Ao
2i—1(0) = v(0)

where Z;_;, 0;_ can be viewed as the position and veloc-
ity of the imaginary proceding vehicle for the it* vehicle;
B = £1(6i(0), vi-1(0)—2;(0)) and B2 = B2(6;(0), vi—1(0)—
v;(0)) are positive functions of §;(0) and (v;_1(0) — v;(0))
to be specified by designers.

Remark 5.1 It is easily verified that if v;_; = 0, i.e.,
the (true) preceding vehicle is traveling at constant
velocity, it can be easily shown that (£;_; —z;_1)(t)
and (%;—1 — vi—1)(¢) converge to 0 exponentially.
With suitably chosen parameters 8, and 33, we can
have proper convergence property of (£;—1—2;_1)(t)
and (1};_1 - v;_l)(t).

Remark 5.2 Negative 6;(0) or v;~1(0)—v;(0) may lead to
the situation that the imaginary preceding vehicle
is traveling ahead of the true preceding vehicle. For
large negative value of 6;(0) or v;—1(0)—v;(0), which
is possibly an indication of impending collision, it is
necessary to reflect this situation to the controller
as soon as possible (which enables the controller of
the controlled vehicle to be able to respond it prop-
erly for avoiding collision). Therefore, the values of
$1 and 3, should be chosen in the sense that fast
convergence rate is assured.

Define

bi =Ty —xi — Avg — l; — A3, (23)
Compared (23) with (9), é; can be regarded as the devia-
tion of the desired spacing between the imaginary vehicle
and the controlled vehicle. Furthermore, we see from (22)

6:(0) = 0.

In order to shape the desired transient response, we adopt
the idea of PID control and define a function to be regu-
lated

t
h = cpg,'-f-r:]/ 8 dé + (Bi—1 - vi) (24)
0
where ¢, and ¢; are design parameters to be determined.

The design of throttle and brake controllers are dis-
cussed separately in the following.

Vehicle following throttle controller

Under the condition that the brake controller is deacti-
vated, the vehicle longitudinal dynamic equations are re-
duced to

Ty = v = Rrw, (25)
R 1
wWe = 7[Tngt(W¢,ma) - cRsrawz - ¢ (26)
ma = —Tha.o(wev ma) +maJPRI(ma)TC(a) (27)

We see that the system (25) - (27) with output function

h given in (24) can be represented by equation (10) with
the following variable and function substitutions

(zyw,2,u) = (zi, we, ma, a),

fo(w) = Rrw,

Fi(w, 2) = %[Tnet(w,z) — R w? — gy,
fz(‘!U,Z) = -Th-uo(w»z)v

f3(2z) = maz PrI(2), (2m,vm) = (£i-1,

Bi—1),  g1(u) = Te(u),
h = (vm — Rrw) + cp(zm — v — ARrw)

¢
+cg / (zm — z — ARrw)(£)d¢
0

It is further verified that Assumptions 4.1, 4.2 are sat-
isfied. Besides, the Assumptions 4.3 is also satisfied in
the range of operation. By Theorem 1, we propose the
following control law

o
m{—kz(ma — Mg des) + Tao(we, ma)
- . 14X R
=Tc l( +ma’d”+_%ﬁ_‘ju )

h

Ma—Mg des [Tret(we, ma) = Thee(we, ma,des]}

where mg, 4., satisfies

Tnet(wev ma,des)
J

= m[cp(fz._l — ) + (e + k1ep)d,
P

t
+k161/ bi d€ — Ba(Bic1 — w) = B1(&im1 — 1)
0

+ky(Diey — w)]+ & (28)

From Theorem 1, it is clear to see

Proposition 3 Consider the system (25)-(27). The con-
troller proposed in (28} - (28) will drive h o zero asymp-
totically.

While implementing the control law (28), g 4.5 is to be
estimated by finite differencing sampling values of m, 4., .

We will delay the discussion of the convergence of §;(t)
until the brake controller is presented since in both control
schemes we can show the same convergence property of

5.’(t)

Vehicle following brake controller

When the brake controller is activated, the throttle angle
is kept at the minimum ap. In this case, the vehicle’s dy-
namics is governed by equations (3) - (6) with « replaced
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by the constant . Notice that the system (3) - (6) with
output function (24) can be represented by (15) with the
following variable and function substitutions

(Iv w, 2z, 'ﬂ»u) = (IiswmmayTbrvac)v fD(w) = Rrw,

R
Si(w,2) = %[Tne,(w,z) —cR3r2w? —¢y], fa(m)= -5n

_fg(w, z) = —Thao('w. Z), (Imyvm) = (ji—lyﬁi-—l)y
fa(n) = —ln, g1(u) = lu,
Tb Ty

h = (vm — Rrw) + cp(zm — z — ARrw)
t
+c; / (xm — ¢ — ARrw)(€)d¢
0

In addition, Assumptions 4.4, 4.5 are satisfied. And the
Assumptions 4.6 is also satisfied in the operating range.

To regulate the output function (24), we propose the
following brake control law

1 ,
Toe = Tb[ —kQ(Tbr - Tbr.dea) + T_bTb" + Tbr‘dea
2
) (1 + ACP)R Th ] (29)
Y4 J
where
Tbr,d:s =

F(Tnet(we,ma) — &1] - m[cp(ﬁi—l - vi)
+(cr + kicp)di + kicr fot 8 d€ — By (Di—1 — wi)
=B2(2i-1 — zi) + k(Do —wi)l + &

By Theorem 3, we see

Proposition 4 Consider the system (3)-(6) with a = ap
and output function (24). The controller proposed in (29)-
(30) will drive h 1o zero asymptotically.

Similarly, Tbr,de, is to be computed numerically by finite
difference sampling values of T, des.

Regulation of §;
Recall that our goal is to regulate the spacing deviation
§; in both throttle and brake control cases. This can be
done by properly choosing control parameters cp, ¢; and
k, as shown in the following.

Let

k3 = k.

Since the engine/brake dynamics are much faster than

the vehicle dynamics (which thus can be neglected in the

stage of vehicle performance analysis), the vehicle dynam-

ics of the closed loop system under either throttle control

{)28), (28) or brake control (29), (30) can be represented
y

7y = Rruwe
1
= 13 o [=B2(Bic1 — vie1) = B1(Fi-1 — Ziz1)
+(cp + k1) (Bic1 = vi) + (c1 + k1cp)bi
t
+k1c1/ b; dz] (30)
0
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From the definition of & (9) and (30), we have

(1 + Acp) 85
= (1+ ACP)(5;_1 -0 — A Yy)
= (14 Aepliie1 — [—B2(ic1 — vic1) — B1(Bic1 — vica)
+(cp + k1)(Bim1 — ©) + (krcp + c1)éi + kierb)
—A[=B2(Bi=1 = Biz1) = Ba(dotvi_y — #i—1)
+(ep + k1)(Bica = 50) + (krcp + cr)bi + kyerd]  (31)
Therefor, we have the following relationship:
5i(0)
[(1 4 Acp + 282)8% + (B2 + 281)r + 1181 (0)
(14 dep)ed + (Acp + Akycp +cp + k1)e? + (Akyep +of + kr1ep)r + Ry
128307 4+ (82 +281)0 + A1lvi—1(9)

(14 dcp)ed 4 (dep + Akyop +cp + ky)e? + (Akyep +ep +k1ep)s + ki
(32)

+

Furthermore, from (22), we have stable transfer func-

tion
Bi-1(3) _  B2s+ b
vi—1(s) ~ 82+ Pas+ B
From (32) and (33), we conclude that, by properly choos-
ing design parameters ¢,, ¢y and k;, we can make 6; con-
verge to zero if ¥;_; is constant, (i.e., if the preceding
vehicle is traveling at constant acceleration) and have sat-

(33)

isfactory transient response of 5;. A
From the definitions of §; (9) and é; (23), we see

6 = b +zi_y — i1

As pointed out in Remark 4.1, z;_y — £;_1 will converge
to zero exponentially under the condition v;—1; = 0. It
follows that &; will converge to zero while the preceding
vehicle is traveling at constant speed.

VI. AsyMPTOTIC PLATOON STABILITY

In this section, we will show that by properly choosing de-
sign parameters, the controller proposed in Section 5 can
achieve asymptotic platoon stability when it is installed on
each vehicle of a group of vehicles ( one following another)
with safe distance rule (8).

Asymptotic Platoon Stability

Consider a group of vehicles all equipped with the pro-
posed throttle controller (28) and brake controller (29).
Since, at steady state of vehicle following,

and 5.' = 6,‘,

Vim1 = Vi-y
we see from (30)
B
= grexl(ep+ k) (vio1 — wi) + (e + kicp)di
+kycy f(: §i(2)dz]
= cpbi + (krcp+ cp)bi + kaer [ Sidt+ ka(vics — i)

(34)



Differentiating equation (23) three times and substituting
the derivative of v; by (34), we obtain

50
= Y=V - AU,
= cpbioy + (kicp + e1)8im1 (1) + krcrbimt + ki (dimz — $im1)
~lenBi + (krcp + cr)i(t) + k18 + k(5imy = 14)]
—Mep 8¢ Hkicp + cr)bi + kicrbi + k1 (Bimy — i)

From the above equation, we obtain the transfer function >

from é; to 6;_,

= Gy (s) =

(ky +cp)e 4 (kyep 4 cp)e+ hyep
(14 Acp)ed 4 (Acy +Akycp +cp +ky)a? 4 (Akyep +cp + kyep)e + kyep
(3s)

To avoid slinky-type effects, the disturbances caused by
the lead vehicle in all frequencies should be attenuated
along the following vehicles to insure that they do not be-
come unreasonably large by the end. A sufficient condition
for this to happen is for all ¢

5i(Jw)
8i—1(7w)

With G (s) given in (35), the inequality in (36) yields

for all w >0 (36)

|=1G:(Gw)l < 1,

[kyep = (kg +cp)w?]? + wi(kycp +¢5)?

cr

E
X2k I+ 2Nk;

Figure 2: Parameter region for avoiding slinky effects

Remark 6.1 When constant spacing safety policy (A =
0) is adopted, inequality (37) for avoiding slinky-
type effects reduces to

w? ~ 2(cy + kicp) >0

I |
lkyer = (Aep + Akjcp +cp + k1)w?)? + w?[Akycp +cp + kyecp) = (1 4+ Acp)w?)?

<1 for all w > 0

Simplifying the above inequality, we get
(14 Aep)?ut + (222 + )\Qkfc,z,
+2/\k1c: = 2(cr + k1eplw? + 22%ki2 >0

forallw >0 (37)
A sufficient condition such that (37) holds is
Ac} + 22kEc2 + 20ky 2 — 2(cr + kicp) > 0
or equivalently
(2= %) | (v~ oritw)’
o+ = >1 (38)
where
T 20ky + 2
M(Xk1 +2)
B2 L P2

X3k; (Aky + 2)

Given ky > 0 and A > 0, the suitable values of parameters
cr and c, satisfying inequality (38) reside outside shaded
ellipse as shown in Figure 2. Consequently, if we choose
¢y, k1, cp outside the shaded ellipse as shown in Figure 2,
asymptotic platoon stability can be assured.

Since ¢y + kic, > 0 (to insure all the poles of
G1(s) are in the open left half complex plane), the
above inequality can not be satisfied when w? <
2(cr + kicp). In other words, asymptotic stability
can not be assured for low frequency disturbances
under constant spacing safety distance policy.

Asymptotic platoon stability under sensor delays
In this subsection, the relationships between the sensor de-
lays, the gains of the proposed controller, and the asymp-
totic platoon stability will be investigated. The results
obtained in this subsection can be used to quantify the
performance requirements for the sensors for a specific de-
signed controller.

Let 7 be the time delay caused by the velocity sensor
and the position sensor, such that the velocity and posi-
tion terms in (28) and (30) are functions for ¢ — 7 instead
of t. Then the vehicle dynamics of the closed loop system
can be represented by

Lo+ k) (vt = w)(E = 1) + (e + hacp)si(t = 7)

”
#i(1) —

+k1c1/ 6i(€ — 7)d¢] (39)
0
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Differentiating both sides of(9) three times, we get

8 (1)
= B ()= Bilt) - A v ()
= ¢p 6im1 (t=7)+ (krcp +cp)bica(t —7)
+ky 615.‘_1(t - T) + k (f).‘-g(t - ‘r) - i)i_l(t - ‘T))
—lepbi(t = 7) + (krcp + cr)bi(t — 7) + kacrbi(t — 7)
+h1 (@i (t = 7) = it — 7)) = Mep 83 (¢=7)
+(kicp +c)bi(t — 7) + kicrbi(t — 1)
+ky (D1 (t = 1) = Bilt ~ 7))
(40)
Substituting (39) into (40) and taking Laplace trans-
forms, we can derive the transfer function from 6;_; to
5

5i(s)

= Gale) =
6i-1(2) 2@

(k1 +cp)s? + (kycp +ep)r+kier

(e*7 + Acp)ed 4 (Aep + Akyep +op + ky)e? 4 (Akyer +cp +kycp)e + ke
(41)

A sufficient condition for asymptotic stability is, for all

|Gz (jw))? <1, forallw >0

Substituting (41) into the above inequality, we obtain
(d_ ew2)2 + f2w2

1,
‘[d — bw? + (sinwt)wd]? + w?[c — (a + cos(wr)w?]? <
for allw > 0 (42)
where
a = MXep, b=Xder+ Akicp+ept+k
¢ = Macr